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FOREWORD..

The Manned Systems Group of the Army Research Institute (ARI) conducts
research and development in areas concerned vith manpover, personnel, and
training issues in systems development. A critical issue is to develop
technology for the better allocation of tasks betveen soldier and computer in
systems requiring complex decision making. Anticipated high levels of per-
formance have not been achieved in recent systems development efforts.

The research reported herein investigateQ experimentally the performance
and effectiveness of several alternative allocation schemes under controlled
conditions of vorkload and uncertainty. The research paradigm is applicable
to conmand and control systems in general. It provides an initial knovledge
base for better allocation of tasks and improved design of the soldier-
computer interface in future systems.

This research vas conducted under the Small Business Innovative Research
(SBIR) program for research and development on DoD scientific and engineering
problems. It is based on an earlier demonstration of feasibility and is a
potential precursor to transfer of the technology to the civilian sector.

RDGAR H. JO ON
Technical Director
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HUMAN AND COMPUTER TASK ALLOCATION IN AIR DEFENSE SYSTEMS: FINAL REPORT

EXECUTIVE.SUMHARY

Requirement:

The advent of Increasingly sophisticated and expensive human-machine
systems has called into question basic assumptions about the proper respective
roles of computers and humans. In particular, the reallocation of cognitive
tasks from human to computer has sometimes resulted in user rejection of
resulting systems or in systems that may not take full advantage of human
contributions to the overall task. Research Is, therefore, required to:
(1) directly test hypotheses about human-computer interaction vith the goal
of determining the relative effectiveness of alternative types and levels of
interface capabilities for allocating tasks between the human and computer;
(2) develop a more fundamental theoretical understanding of the psychological
mechanisms underlying human-computer performance; and (3) move tovard the
development of a "cognitive" human factors technology for predicting human-
computer system performaice on the basis of information-processing models.

Procedure:

The first task of the Phase II research involved additional analysis of
the Phase I experimental data with the goal of developing models of operators'
information-processing strategies when using different human-computer Inter-
faces, and the relationship between those models and performance. The second
task involved: (1) the development of a represeLtative, computer-based test-
bed for performing controlled, experimental research with actual U.S. Army air
defense operators; and (2) the performance of two experiments at Fort Bliss
for testing (a) the relative effectiveness of alternative Interfaces for sup-
porting hu.an.-iomputer lIteractiorn, (b) the theoretical principles underlying
the prediczi•ns r!gIditg the effectiveness of the interfaces, and (c) our
ability to li" informati"-processing strategies to performance.

Findings:

The research demonstrated the superior performance of interfaces that
solved the relatively earlier tasks and helped operators focus their attention
on the relatively harder tasks under conditions of high workload. In addi-
tion, the research deconstrated the clear, added value achieved by an
operator-controlled allocation (i.e., rule creation) capability that permlts
the operator to instruct the system In performing certain tasks (i.e., target
identification), thereby freeing the operator to gather more information and
take longer to examine those targets requiring his/her attention. A direct
relationship betveen operators' performance vith each interface an- their
Information-processing strategies was demonstrated In all cases.

vii



Utilization of Findings:

The research has implications for the development of general guidelines
for constructing human-computer interfaces for performing tasks involvirg the
identification of a large number of objects (e.g., aircraft) under conditions
of high vorkload and uncertainty. In addition, the findings and broader theo-
retical and methodological approach are applicable to Army domains other than
air defense.

viil
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HUMAN AND COMPUTER TASK ALLOCATION IN AIR DEFENSE SYSTEMS:
FINAL REPORT

1.0 INTRODUCTION

£here has beeti a tendency in the design of increasingly sophisticated
human-computer systems to assign all possible tasks to the comp'uter, leav-
ing the human operator with a smaller and smaller role. There are many
reasons for this trand, but a major one may be our lack of knowledge about
how to design a system that makes maximum simultan4ous use of both the
h,iman snc t'e coLputer. The empirical findings reported in Phase I of the
current program of research (Chinnis, Cohen, and Bresnick, 1984)
demonstrated bow a cognitive psychology focus could generate the knowledge
needed to identify task-allocation design principles for complex human-
computer systems. Although the experimental representation of the Army air
defense system employed was much simpler than any real system, the results
sugge't -hat iom.i s'rattgies for task allocation will work better than
others and that, in some settings under high processing loads, neither
fully manual nor fully automated systems work as well as a scheme permit-
ting some collaboration between the system's human and computer elements.

Under low-workload conditions, and where the computer model in the
target identification (ID) -ask was significantly incomplete, any of the
three conditions invo.lvinlg human participation was superior to computer-
only performance in the Phase I reserrch. However, at high workload, this
advantage could be maintained only if the computer assisted the human in
the function uf :'ailoca:.ing tasks," i.e., -y directing the user's attention
to subproblems where his/her contrib'ition was most needed. In short, a
complementarity had been obseý-ved; of the four very different task-
allocation systems tested, the only ona that enabled both the computer and
the human operator to wake maximum use of :he'r iespective contributions
was a "screening" condition that utilized the high-speed capability of the
computer to process all aircraft according to its. available (and
programmed) information resources and then to signal the operatcr to attend
to those aircraft it was unable to classify teliably.

• hile the importance of the role of a particular human operator in a
complex and highly automated distributed or hierarchical system is not al-
ways easy to determine, in the case of more localized systems or in the
case of breakdowns in the retworking of distributed systems, the 4bility of
the human operator to supply information to the syszem and affect system
behavior may become highly desirable or even essent'l!. The Phase I
research had successfully attempted to shed some light on how that
capability for h'wan-machine lnteraction might best i achieved and to sug-
gest the general direction of further research. The work performed in the
firs, year of Phnse II was directed toward laying the groundwork for ex-
ton-ing the Phase I findings through a series of theory-driven experiments
(in Year 2) using U.S. Army personnel performing representati%'e air defense
exercises and using a computer-based testbed that permits researchers to
vary human-machine allocation schemes.

At the broader level, the objectives of Phase II were to carry the
Phase I work forward along two fronts:

I



(1) primarily, toward developing a design technology for complex
human-computer systems; and

(2) secondarily, toward deriving spcific recommendations that
might be incorporated into ths e!.ign and modifica:ion of fu-
ture Army air defense systems, as well as other Army domains.

To the extent possible, the design technology to be developed would
consist not merely of a set of qualitative (though possibly useful)
guidelines, but rather, it would be distinctive in three respects: (a) it
would be based firmly on findings and theories in cognitive psychology; (b)
it would be tested and confirmed by experimental evidence; and (c) it would
include, to as great an extent as possible, procedures and formulae for
quantitatively predicting human-computer performance under a variety of
conditions. In short, the long-term goal is a technology that permits
designers to link information-processing models to predicted performance
that is applicable across a wide range of human-computer systems, as well
as a set of specific proposed improvement6 in the performance of Army air
defense systems based on that technology.

We argued in our Phase I work that traditional methods of task al-
location are neither fine-grained no- flexible enough for many important
applications (as noted, for examplý, by Singleton, 1974; Rouse, 1977; Cohen
et al., 1982). The development of an alternative approach, however, is it-
self not without difficulties. On a more specific level, therefore, Phase
II research addressed a variecy of theoretical and methodological chal-
lenges that represent initial efforts to achieving a fully adequate tech-
nology for cognitive task allocation. In particular, these challenges were
addressed to the following broader questions:

(1) What is the Impact of workload on human proccssing vi informa-
tion r*levant to a decision? Performance may suffer under low
workload, since the human's ability to participate where re-
quired may be compromised by decreased vigilance. At the other
extreme, however, as the number or complexity of decisions re-
quiring human input increases, human performance is also likely
to degrade. In particular, there is evidence that humans shift
from reliance on more nearly optimal decision rules under low
workload to use of suboptimal simplifying strategies or heuris-
tics under high workload. For example, as workload increases,
decisions may be made by comparing options to cut-off points on
one or a small number of relevant dimensions, rather than
evaluating each option with respect to all available cues
(Payne, 1976). Under these conditions, the relative advantage
of humans over compuiters, even when the computer's model is in-
complete, may be lost.

(2) What is the impact of allocation schem6s that represent
cooperative problem solvers? Although the Phase I results were
regarded as tentative, they suggested that provision of a
capability for the operator to override computer decisions was
suboptimal when compared with methods which were more col-
laborative in nature. Of the four very different task-

2



allocation systems tested, the only one which cnabled both the
computor and the human operator to make maximum use of their
respective contributions was one which utilized the high-speed
capability of the computer to process all aircraft according to
its available (and programmed) information resources and then
to signal the operator to attend to those aircraft it was un-
able to classify reliably.

(3) How do flexible allocation schemes compare with fixed ones?
Fixed schemes involve pre-set allocation of tasks to the human
and the computer, while flexible schemes may vary the computer
and human contributions in any decision, depending on situa-
tional variables such as workload and the relative expertise of
the user and computer. For example, in a relatively iow-
workload situation, an attack planning or targeting C system
might allocate data collection and display functions to the
computer and leave inferences and predictions regarding criti-
cal events (e.g., identity and intentions of hostile and
friendly contacts), target selection, and decisions to engage
or not to engage to the human operator. Under a high-workload
multi-threat situation, however, the system "executive" might
reallocate more of the integrative tasks (Phelps, Halpin, and
Johnson, 1981) to the computer. As stress and load increase,
for example, tI-q computer might begin to display recommended
attack plans, target priorities, and weapon-target assignments.
Under still higher stress and load, the computer might assume
control of the actual firing of weapons or configuration of
combat equipment. We were particularly interested in the ef-
fects of giving operators the flexibility to allocate tasks to
the machine on-line by creating "rules" for governing the in-
ference process implemented by the machine.

Experimental work addressing these questions was conducted in a
framework similar to that developed in the Phase I research, but with a
more •-epresentative air defense testbed and with actual air defenders. We
distinguish, however, two components of our approach. The first involves
the direct testing of hypotheses about human-crnpputer interaction. For ex-
ample, one such'hypothesis is that a dynamic screening condition (such as
the one tested in Phase I) is appropriate under conditions of high workload
and where the human may have knowledge not possessed by the computer. The
second component, however, is the development of a more fundamental
theoretical understanding of the psychological mechanisms underlying
human-computer performance. It is this second thrust which makes possible
a more integrative, more generalizable, and more quantitative design tech-
nology than the mere accumulation of isolated principles or guidelines.

The central idea is that, by understanding and madeling operators'
information-processing strategies, we will be abie to develop technology in
which overall human-computer system performance could be predicted, under
diverse task-allocation conditions and under diverse conditions of
workload, threat, cue conflict, and other variables. Such predictions will
often, of course, be- approximate and relative; they will not remove the
na:u Zv cxpioratory implementation, experimentation, and testing of new

3



systems. Nonetheless, a theory-based, quantitative methodology such as
this could represent a quantum leap in the ability of engineers and system
designers to make use of psychological results in the design of human-
computer systems.

Giver. the above perspective, the first task performed in the first
year of Phase II was additional analysis of the Phase I data and modeling
of those data ini terms of information-processing strategies. This analysis
focused on a more extensive analysis of the basic performance variable
(target ID decisions), regression analysis of participants' (.Es') reliance
on different subsets of cues, and response latencies. The procedures and
results obtained for these analyses are presented in Section 2.0 of this
report.

The second major cask, which comprised the bulk of the Phase II ef-
fort, was the development and implementation of a computer-based testbed
that permitted controlled experimentation regarding the relative cffective-
ness of alternative human-machine allocation schemes with actual U.S. Army
personnel performing representative air defense exercises. This broad task
had a number of primary subtasks. For example, the research team had to
identify alternative human-machine allocation schemes that were both
theoretically distinct and interesting, and yet operationally definable
within the context of our testbed. Second, we had to learn enough about
the Army air defense problem so that we could: (a) design a representative
testbed; (b) assess the implications of trading off certain characteristics
of the "real air defense problem" (e.g., when and how information is
presented) in order to obtain the experimental control necessary to
evaluate P_' information-processing strategies in alternative conditions;
and (c) incorporate substantive domain knowledge into the testbed so that
the machine appropriately processed the information available to it. A
third subtask was to extend the machine's capability for processing infor-
mation well beyond that in Phase i so that it could deal with representa-
tive real-world conditions regarding lack of information and conflicting
information. Toward this end, Shafer's (1976) theory of evidence was used
as a pragmatically justifiable basis for expanding the "screening" condi-
tion in Phase I into a more collaborative, dialogue- (or suggestion-)
oriented human-machine allocation scheme for investigation in Phase I1. A
fourth subtask in developing the computer-based testbed was the design and
development of the simulated air defense scenarios for the participants to
execute in the experiment. A fifth subtask was the programmi~ig necessary
to actually implement the testbed on an IBM PC-AT. The sixth subtask in-
volved all the activities required for successfully conducting two experi-
ments using the testbed with actual U.S. Army air defense operators at Fort
Bliss, Texas. The first experiment was basically a replication effort of
the Phase I experiment, but now with a more representative task and par-
ticipants. The second experiment extended the first experiment by evaluat-
ing flexible allocation capabilities implemented by on-line rule creation.
The eighth subtask involved performing the detailed and lengthy analysis of
the datA c.,'eeted at Fort Bliss. Analysis of the second experiment
focused, i' articular, on the relationship between performance and
informatira-processing strategies for different human-machine interfaces.
All of thbse subtasks are discussed in Section 3.0 of the report.
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Section 4.0 of the report discusses the results of the experiments
from the perspective of (a) developing guidelines for human-machine inter-
faces, and (b) extending both the findings and broader theoretical and
methodological approach to other Army-domains.
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2.0 ADDITIONAL j'- tLYSES OF PHASE I DATA

The first task performed in the first year of Phase II was a more
detailed analysis of the Phase I data and preliminary modeling of the data
obtaincd for the different human-computer allocation conditions in terms of
information-processing strategies. This analysis focused on a more refined
analysis of ID performance data, the extent to which participants relied on
different subsets of the five available cues, and their response latencies
in the different experimental conditions. Prior to presenting the proce-
dures and results for these additional analyses, the Phase I experimental
method and principal results are reviewed below. A complete description of
the Phase I experimental materials and results can be found in Chinnis,
Cohen, and Bresnick (1985).

2.1 Phase I: Experimental Method and Princival Results

2.1.1 Experimental method. The task for the combined participant-
computer syztL J was to observe approaching aircraft and various data
regarding the aircraft and to make decisions whether to shoot or not shoot
each aircraft based on whether the aircraft was friendly or hostile. Two
computer-driven displays were used to simulate an air defense console and
to present information to the participants (Ps).

Aircraft symbols appeared at the top of one display (the "radar" dis-
play) moving at constant and identical speed toward the bottom center of
the display, where the P and the air defense system were "located."
Traversal of the screen from the top of the display to an "in-range" line,
where missiles were fired, required approximately one minute. Four cues
were available to both the computer and R. One of these was available from
the graphics ("radar") screen, the other three from the companion text
screen. In addition, a fifth cue--referred to as the "extra" cue--was
available only to P; it was available from the graphics screen, but was not
utilized in the computer's ID ailorithm. Information provided in the in-
structions (regarding the overall location of friendly and hostile air
bases) was intended to alert 12 to the potential significance of this cue.

The experiment used a within-fl design uith two primary independent
variables or treatments. The first is the task allocation, consisting of
three conditions:

* A manual condition, in which all aircraft are initially shown as
ha'ving "unknown" ID on the display screen and in which Ps must
make all ID decisions. This is a human-only allocation s.;heme.

* An override condition. in which the computer applies a Bayesian
algorithm utilizing four cues to determine target ID and labels
all targets as either hostile or friendly, but in which Ps_ may
override the computer in those cases which they believe are wrong.
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A screenIng condition, in which the computer processes the four
cues available to it for each aircraft, but produces an ID
decision only when 3 out of 4 of these cues agree. The com-
puter requests E assistance (by means of an "unknown" ("?")
symbol) for cases of cue conflict (i.e., where the Bayesian ID
algorithm in the ccmputer was inconclusive).

A fourth condition, useful for comparison purposes, is the fixed,
computer-alone scheme. In this condition, system performance measures can
be c4iculated analytically, without resort to experimental data.

The second independent variable is information load. This was used
at two levels. Low load resulted in six aircraft simultaneously on the
screen (a new aircraft appearing every 11 seconds), whereas high load
resulted in fifteen simultaneous aircraft (a new aircraft appearing every 4
seconds). These aircraft counts refer to air.raft positioned above the
"in-range" line, i.e., those far enough away from the f that decisions
(shoot or don't shoot) can still be made. A few aircraft are usually on
the screen beyond this point.

In all cases the F's mode of response was to type the number as-
sociated (on the display screen) with an aircraft. The result of this ac-
tion varied among the different task-allocation conditions. In the manual
condition, all aircraft were shown as unknowns; typing its target number
caused an aircraft to be designated hostile and to be destroyed. In the
override condition, all aircraft were identified by the computer as either
friendly or hostile; typing a target's number criised this designation to
reverse. As before, hostile aircraft were destroyed. In the screening
condition, aircraft associated by the computer with "unknown" symbols were
treated as in the manual condition: i.e., targets whose numbers were typed
were designated hostile and destroyed. Othei aircraft, identified by the
computer as either friendly or hostile, were treated as in the override
condition: i.e., typing its number reversed the designation. Uhenever an
aircraft number was entered, the aircraft sy-zbol shown on the radar screen
was modified by enclosing it in a hexagor.

Feedback was provided to the Zj In t',rea simultaneous ways:

by the use of a flashing aircraft symbol in the lower part of
the radar screen to indicate an. error (friendly destroyed, or
hostile not destroyed);

by the use of a "right" or "wrong" message displayed next to
the appropriate aircraft data line on the text screen;

by a running score displayed on the text screen in the form of
"number of correct decisions out of number attempted."

fP were not in the military. Ej were paid six cents per aircraft correctly
classified, leading to average earnings of approximately $9.00 per hour.

A counter-balanced approach was taken to the two independent vari-
ables in the within-fl design. All-& participated in three two-hour ses-
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sions, with each session devoted to one of the task allocation conditions.
In each session, each I participated first in a training session followed
by a high-load condition and low-load condition in either order. Twenty-
four Ej participated. Ps were recruited from the local area using bulletin
board notices and other means.

For each P, and each of the six combinations of task-allocation con-
dition and load condition, 200 responses (aircraft classifications) were
obtained and used as data. The first and last 25 responses out of each
250-response cell were discarded due to transient effects related to start-
ing and terminating each data-collection segment. Thus, a total of 28,830
usable responses was obtained.

Simulation and Cue Diagnosticity. Emphasis was placed on presenting
fq with a discrimination problem that was as representative of the air
defense environment as possible. Therefore, although primary interest
resided in the handling of discriminations for which substantial conflict
of ID cues was present, a simulation vas developed which provided an
abstract but comprehensive situation from which 1 could learn about cue
diagnosticities. No direct information was provided to Ps regarding the
relative usefulness of cues; instead, they were provided with training
prior to the experimental trials intended to enable them to extract the re-
quired information for themselves. This training consisted of a complete
practice block of 250 trials at the start of each session, with a load in-
termediate between the low- and high-load conditions.

The computer software utilized a simulation mpdule which generated a
sequence of aircraft and ID cues according to the probability diagram shown
in Figure 2-1.

'yvoer f vOcs favors favor$ favors
Cevt correct COMreZ correct correct

aircraft aircraft aircraft airaft aircraft

f riendly ty'Pe type ./PV eo 11atype

0.5 0.76 .6 .6 .6.1Select Select! Selct / elect/ Select Select

an LrtrA Cue Cue Cue Cut
Aircraft Cue 01*t

01.5 0.24 .4. .1. .4 *.4

hostile favors favors favors favors favor*s
wrong uron vwrong wrong %pron"
aircraft aircraft aircraft aircraft aircraft
type type L'y t0 t tye

Figure 2-1. Diagram of simulation procesz.

The simulation generated friendly and ho&tile aircraft with equal probabil-
ity. ?•Uowing the selection of the true aircraft type, each of the four
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cues utilized by the computer aid was independently generated so as to be
appropriate to the type of aircraft with probability 0.6. Thus, for ex-
rmple, a friendly aircraft was assigned to fly within a safe-passage cor-
ridor with probability 0.6, whereas a hostile aircraft was assigned to a
safe-passage corridor with probability 0.4. The "extra" cue--not utilized
by the computer aid, but available to P who learned it--was generated
similarly, but was somewhat more reliable in that it was selected to favor
the true aircraft type with probability 0.76. This meant, for instance,
that a hostile aircraft was positioned on the left side of the screen
(where the hostile base was located) with probability 0.76.

The simulation process utilizing 5 binary cues resulted, of course,
in 32 possible cue combinations for any aircraft. Since the four cues
available to the computer aid were equivalent in diagnosticity, this is
represented more simply as a combination of (1) the number of the four com-
puter cues that favor hostile, and (2) the extra cue. This representation
is used throughout this report. Schematically it is shown in Table 2-1:

Table 2-1

Diagnosticity of Cue Patterns

Hostile/Friendly
Number of Probability of Cue Likelihood

Computer Cues Extra Cue Pattern if Aircraft Is Ratio of
Favoring Hostile Favors Friend Hostile Cue Pattern

0 f 0.0985 0.0061 0.062
1 f 0.2627 0.0369 0.140
2 f 0.2627 0.0829 0.316
0 h 0.0311 0.0195 0.627
3 f 0.1167 0.0829 0.710
1 h 0.0829 0.1167 1.408
4 f A.0195 0.0311 1.595
2 h 0.0829 0.2627 3.169
3 h 0.0369 0.2627 7.126
4 h 0.0061 0.0985 16.147

1.0 1.0

The optimel ýtrat•og in this context depends, of course. on the scorilg
system. In Ots study, there was an equal penalty for either type of
error--shooting down a friindlv or failing to shoot a hostile. Therefore.
the optimal decision rule was to reeiocl "heotile" in all cue patterns
where the ilkelihood ratio exceeded 1--i.e., for all patterns that were
more likely under the assumption of a hostile aircraft thaa urder the as-
sumption of a friendly aircraft.

In the table, notice that the extra cue--available only to Ps (who
must infer it)--is sufficiently diagnostic to overwhelm all of the other
four cues except when they all agree. In other words, optimal performance
by a J would correspond to always responding according to the extra cue.
uulub a;! Jour of the other cues favor the other aircraft classification.
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A similar table (Table 2-2) has been calculated for the computer aid
alone--i.e., for use of the four cues without the extra cue.

Table 2-2

Diagnosticity of Cue Patterns for the Four Computer Cues

Hostile/Friendly
Number of Probability of Cue Likelihood

Computer Cues Pattern if Aircraft is Ratio of
Favoring Hostile Friend Hostil6 Cue Pattern

0 .130 .023 .77
1 .346 .154 .445
2 .346 .346 1.000
3 .154 .346 2.247
4 .023 .130 5.652

The optimal computer performance based on these four cues alone is to
choose the aircraft identification suggested by the majority of cue-: if
more than 2 cues favor hostile, shoot; if fewer than 2 cues favor hostile,
do not shoot; if 2 cues favor hostile, either response is equally likely to
be correct.

Use of 5 cues rather than 4 will be an advantage in this task when
the four computer cues do not agree. Note, however, that since no cue or
cue pattern is perfectly associated with hostile or friendly, ID *errors"
would still be expected even by an optimally performing participant. Thv.,-
we need to distinguish between the .heoretically appropriate or optimal
response (the "bnst decisior") and the response which happens to be correct
ona given occasion (a "good outcome"). An optimal response rule will
produce fewer mistaken IDs on Che average (hence. a higher overall score)
but will not be right every time.

Table 2-3 shows the optimal response for each pattern of cues and the
percentage of correct IDs that would result. Thse figures are given both
for the computer (which has access only to four cues) and for the total
human-computer system (which has access to four cues plus the extra cue).
Asterisks indicate conditiGois under which utilization oF .C'..r cues plus the
extra cue may lead to a different ID decision thAn ust t .our cues alone.
Note also that while use of the extra cue will help in crses of I cue
pointing one way and 3 cues the other, it helps more when 2 cues point each
way (the case of maxicum ID conflict for the automat~d system).
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Table 2-3

Optimal Responses and Percent Correct IDs for
Each Cue Pattern

Number of 4 Cues Only 4 Cues Plus Extra Cue
Computer Cues Extra Cue Optimal Optimal

Favoring Hostile Favors Response Correct IDs Respomse Correct 1Ds

0 f f 94.13 f 94.13
1 f f 87.69 f 87.69
2 f - 50.00 f* 76.00
0 h f 61.52 f 61.52
3 f I 41.54 f* 58.46
1 h f 41.54 h* 58.46
4 f h 61.52 h 61.52
2 h - 50.00 h* 76.00
3 h h 87.69 h 87.69
4 h h 94.13 h 94.13

2.1.2 Principal_ results. M, sr of the trials in the experiment were
necessary to produce an ecologically valid set of stimuli which could be
regarded as reasonably representative of the air defense environment and
from which participants could learn the diagnostic values of cues. The
primary result of interest, however, has to do with the handling by the
human-computer system of those cases involving a high level of ID cue con-
flict. Since. we are interested to see which task-allocationt conditions, if
any, enable better integration and utilization of both computer and human
contributions to the problem, attention will focus below on the case of two
of the cues available to the computer pointing toward hostile and two
pointing toward friend.

The dependent variable is the appropriateness of the human-coaputer
system response to each aircraft--irn this case, shooting when the extra cue
favors hostile and not otherwise. The data Available consist of six scores
per participant: A score for both high and low workload in each of three
task-allocation conditions (manuzl. screening. override). ¶tach score is
the pi-rcentage of appropriate responses out of 66 observations. Since
there are 24 participants, we have almost 100.0 total observations.

Thble 2-4 s=arires these data. It shows the percen•age of
responses that were appropriate in each of the six coditions, averaged
across participants. For each cell in the table, the hbghest achievable
score is 100W. (A score of lOO would ckean that all responses had con-
foiced to the optical decision rule for the 2 vs. 2 cue conflict condition,
i.e.. to respond In the direction of the extra cue. It does not car. that
all responses would. in fact. have be- correct identifications.) Data for
the coqýuter conditions vere derived analytically, and reflect the 50t op-
ti•al response rate expected when there is no kwovledge of the extra cue.
This rate is equivalent to chance ;eriormance. 501 reflects the leiel of
performance expected by chance aCone in all cells of the table.
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Table 2-4

Percent Optimal System Responses,
Mean of aii Participants

MANUAL SCREENING OVERRIDE COMPUTER
LOD 74.57 72.24 71.69 50.00
HIGHHIGH 61.34 70.89 64.46 50.00

Note that the percentage correct responses is a linear function of the per-
centage of optinl responses. Thus, although the analyses to be presented
here are in terms of optimal responses, the results would be essentially
unchanged in an analysis based on correct responses.

The most salient observation regarding these data is the superiority
of all the conditions in which human participation occurred in comparison
to the computer-only condition. T-tests were performed comparing the mean
number of appropriate responses in each of the six experimental conditions
with the 50% optimal response rate expected of the computer algorithm
(i.e., 34 optimal responses out of 68). All tests were significant at a
significance level well under 0.001. Since computer performance is optimal
with respect to the four cues available to the computer, the explanation
for superior human performance (leaving aside the very remote possibility
of chance) must involve use by humans of the extra cue. Participants were
successful in learning the value of the extra cue and in employing that
knowledge to improve overall human-computer performance.

The next step was to compare the six experimental conditions among
themselves. A two-factors repeated-measures analysis of variance was per-
formed on the data, the results of which are summarized Table 2-5.

Table 2-5

Overall Analysis of Variance

Sum
Source df of Squares Mean Square F-ratio _

Allocation 2 187,0625 93,53125 1,310146 >.25
Workload 1 880.125 880.125 15.60896 <.001
Allocation x Workload 2 392.0313 i 5.294706 <.006
Allocation x Subjects 46 3283.938 71.38995
Workload X Subjects 23 1296.875 56.30587
Allocation X Workload

x Subjects 46 1702.969 37.02106

The effect of task allocation was not significant. However, the impact ot
workload was highly significant (_(1,23) - 15.61, p<.001), and the task
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allocatior by workload interaction was also highly significant (.E(2,46) -
5.29, p-.006).

To explore further the interaction between task allocation and
workload, a subsidiary analysis was performed. Separate ANOVAs were used
to test the impact of task allocation at each of the two levels of
workload, The results are shown in Table 2-6. Task allocation had no ef-
fect at low workload, but had a highly significant effect (E(2,46) - 5.23,
p-.006) under high workload.

Table 2-6

Subsidiary Analysis of Variance

WorkLoad
Condition Source df Sum of Squares Mean Scuare F-ratio P

Low AtLocation 2 51.85938 25.92969 ."4704 >.50
Low AtLocation x Subjects 46 2668.141 58,00306
High Attocation 2 527.25 263.025 5.229865 .006
High Attocation x Subjects 46 2318.75 50.40761

In order to obtain a more detailed understanding of these data, a
series of contrasts involving paired comparison t-tests was carried out.
These comparisons resulted in findings that fit a definite pattern: (1) at
low levels of workload, the three allocation conditions were equivalent;
(2) high workload caused decrements in the manual and override conditions,
but had no effect on performance in the screening condition. Thus, perfor-
mance under the conditions (manual/low-load), (screening/low-load),
(override/low-load), and (screening/high-load) were all the same; but
marked worsening in performance occktrred under the two treatment combina-
tions (manual/high-load) and (override/high-load). Table 2-7 graphically
illustrates this pattern. Shaded calls were found to bo assentially equiv-
alent in purformance.

Table 2-7

Equivalent Conditions (Shaded)

MAkNJAL SCREENING OVERRIDE

LOAD

The prestoce of this pattern was, finally, tested directly. WJe com-
puted the average perfortance under the four shaded conditions for each in-
dividual, and subtracted the average performance under the other two condi-
tions. For these data. the t-statistic was 5.13--more significant than any
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other paired comparison we have considered above, at far below the p<.O01
level. We concluded that, under manual and override conditions, a real
worsening of performance occurred under high load, but that for the screen-
ing condition, load did not affect performance within the range tested.

In summary, within the limitations of the air defense simulation
employed, it was clear that major human contributions center around human
abilities to perceive patterns, to learn, and to adapt over relatively
short periods of time. Although the prototype representation of the air
defense system employed here was much simpler than any real system, the
results suggest that some strategies for task allocation will work better
than others and that in some settings under high processing loads, neither
fully manual nor fully automated systems work as well as a scheme permit-
ting some collaboration between the system's human and computer elements.

Under low-workload conditions, and where the computer model in the ID
task was significantly incomplete, any of the three conditions involving
human participation was superior to computer-only performance. However, at
high workload this advantage could only be maintained if the computer as-
sisted the human by directl & the user's attention to subproblems where
his/her contribution was i. needed. In short, a complementarity has been
observed in which the huar. helps the computer by learning and adapting to
n.avel situations, and in which the computer helps the human by reducing the
size of the problem.

2.2 Additional Analyses and Cognitive Modeling

The analyses performed in Phase I (and summarized within Section
2.1.2 of this report) focused only on the primary conflict condition, i.e.,
the condition where two cues pointed toward hostile and two cues toward
friend. This condition was of primary concern because it was clearly the
condition where Ps should use the "extra cue," which was not available to
the computer. In short, it was the case of maximum ID conflict for the
automated system and, therefore, where the human's collaboration could have
the biggest impact. However, the extra cue also could help in cases where
one cue pointed one way and three cues the other. We were clearly inter-
ested in how fPs responded in the lesser conflict case and more generally
for all cue combinations, for the different allocation and workload condi-
tions. The purpose of this broade~ied analysis was to shed some light on
what information-processing strategies ZI were, in fact, using in making
their judgments.

2.2.1 Information-nrocissiLg strategies. To focus our discussion of
the data, it will help to consider two alternative information-processing
strategies which participants might have employed in the manual condition.
Figure 2-2a is an English description of an "optimal" approach to the task.
Recall that the participant received information on two computer screens:
a graphics screen containing the 'extra" cue and a single additional
graphic cue, and an alphanumeric screen containing three alphanumeric cues.
Since the extra cue was more diagnostic than any three of the other cues
combined, the optimal strategy involved looking at the graphics screen
fi,. Ui boLth or neither of the cues on that screen were hostile, the
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participant could make a decision on that target (to shoot or not shoot,
respectively) without consulting the alphanumeric screen at all. If the
participant does have to switch his attention to the other screen, the op-
timal strategy is to scan the alphanumeric cues searching for one that con-
firms the extra cue (whether hostile or friendly); if one is found,-any
remaininA cues need not be examined.

Look at Extra Cue and Graphic Cue on Graphics Screen.

If both cues are hostile, shoot then go to next target.

If neither cue is hostile, go to next target.

If extra cul only is hostile,
switch to alphanumeric screen.
Look at cues until one additional hostile cue is found,

then shoot, switch screens, and go to next target.
If no additional hostile cue is fouid, switch screens and

go to next target.

If graphic cue only is hostile,
switch to alphanumeric screen.
Look at cues until one additional friendly cue is found,

then switch to graphics screen and go to next
target.

If no additional friendly cue is found, shoot, then
switch screens and go to next target.

Figure 2-2a. Optimal processing strategy for manual condition.

Figure 2-2b presents an alternative, simpler strategy which does not
take into account th3 differential diagnosticity of the cuss. On the
"Majority of Confirming Dimensions" (MCD) strategy, a majority vote of the
five cues is sufficient to determine target ID. In this case, participants
would be expected to start with the alphanumeric rather than the graphics
screen, since it has more cues. If all 3 alphanumeric cues are hostile or
friendly, participants need not switch attention to the graphics screen at
all, since 3 is already a majority. Otherwise, if 2 alphanumeric cues are
hostile or 2 cues are friendly, the best approach is to scan the graphics
cues searching for one that confirms the predominant vote of the 3 al-
phanumeric cues; if the first graphic cue looked at confirms this vote, the
remaining cue need not be examined.
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Look at All Cues on Alphanumeric screen.

If 3 cues are hostile, shoot and go to next target.

If 2 cues are hostile,
switch to graphics screen.
Look at cues until one additional hostile cue is found,

then shoot, switch back to alphanumeric screen,
and go to next target.

If no additional hostile cues are found, switch screens
and go to next target.

If I cue is hostile,
switch to graphics screen.
Look at cues until one friendly cue is found, then switch

screens and go to next target.
If both cues are hostile, shoot, then switch screens and

go to next target.

If no cues are hostile, go to next target.

Figure 2-2b. Majority of confirming dimensions strategy
for manual condition.

We do not believe that any participant followed either of these
strategies in its purest form. However, they provide e.n extremely useful
framework for making sense of the data to be described below. More
generally, we hope to illustrate how different human-computer task alloca-
tion schemes can be understood in terms of their impact on user cognitive
strategies.

Figures 2-3a and b give a more precise specification of each strategy
In terms of elementary information processes. (Note: Screen 1 is the al-
phanumeric screen; screen 2 is the graphics screen.) It is impressive that
these strategies can be analyzed into rules which are entirely composed ef
seven elementary operations (though we should stress that each of these
operations could be decomposed further into still more "elementary"
constituents):

0 Go-to (a screen)

* Locate (a target)

0 Read (a cue value)

* Categorize (a cue value as friendly or hostile)

0 Add (1 to a running count)

* "Shoot" - type (target number)

0 Set (a goal, i.e., all targets or all cues).
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G0-TO (SCREEN-2)

SET (TARGET)

LOCATE (TARGET)
READ (VALUE OF EXTRA CUE)

CATEGORIZE (VALUE OF EXTRA CUE)

READ (VALUE OF GRAPHIC CUE)

CATEGORIZE (VALUE OF GRAPHIC CUE)

IF CATEGORY (EATRA CUE) -

HOSTILE -FRIENDLY
IF HOSTILE SHOOT (TARGET) GO TO (SCREEN-I)

CATUGORY (GRAPHIC CUE) NEXT (TARGET) [AT
U FRIEDLY GO TO (SCREEN-2) NEXT (TARGET)

FRIHDY BTI

(A) LOCATE (TARGET) (B) LOCATE (TARGET)

SET (ALPHANUMERIC CUE) SET (ALPHANUMERIC CUE)

READ (CUE VALUE) READ (CUE VALUE)

CATEGORIZE (CUE VALUE) CATEGORIZE (CUE VALUE)

IF CATEGORY (CUE) - FRIENDLY THEN IF CATEGORY (CUE) - HOSTILE THEN
GOTO (SCREEN-2) SHOOT (TARGET)
NEXT (TARGET) GO TO (SCREEN-2)

NEXT (TARGET)
NEXT (ALPHANUMERIC CUE)

SHOOT (TARGET) NEXT (ALPHANUMERIC CUE)

GOTO (SCREEN-2) GOTO (SCREEN-2)

NEXT (TARGET) NEXT (TARGET)

Figure 2-3a. "Optimal" processing strategy for
manual condition.
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SET (TARGET"

LOCATE (TARGET)

SET lALPHANUHERIC CUE)

READ (CUE VALUE)

CATEGORIZE (CUE VALUE)

IF CATEGORY (CUE) - HOSTILE THEN ADD (COUNT, l, COUNT)

NEXT (ALPHANUMERC CUE)

IF COUNT - 3 THEN
SHOOT (TARGET)
NEXT (TARGET)

IF COUNT - 2 THEN
GO TO (SCREEN-2)

O-CATZ (TARGET)
READ (VALUE OF EXTRA CUE)
CATEGORIZE (VALUE OF EXTRA CUE)
IF CATECORY (EXTRA CUE) a HOSTILE THEN

SHOOT (TARGET)
GO TO (SCREEN-I)
NEXT (TARGET)

READ (VALUE oF GRAPHIC CUE)
CATEGORIZE (VALUE OF GRAPHIC CU--)
IF CATEGORY (GRAPHIC CUE) a HOSTILE THEN SHOOT (TARGET)
GO TO (SCREEN-i)
NEXT (TARGET)

IF COUNT w I THEN
GO TO (SCREEN-2)

OC-ATZ (TARGET)
READ (VAlUE O, EXTRA CUE)
CATEGORIZE (VALUE OF EXTRA CUE)
IF CATEGORY (EXTRA CUE) w HOSTILE THEN

READ (VALUE OF GRAPHIC CUE)
CATEGORIZE (VALUE OF GRAPHIC CUE)
IF CATEGORY (GRAPHIC C1IZ) - HOSTILE THEN SHOOT

(TARGET)
GO TO (SCREEN-1)
NEXT (TARGET)

17 COUNT - 0 THEN NEXT (TARGET)

Figure 2-3b. "Majority of confirming dimensions"
strategy for manual condition.
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Specifications of this kind can provide the basis for simulations of
human-computer performance under various task-allocation conditions, and
prediction of human workload in terms of the number of required operations.
The data analysis to be described herej however, does not rely on a level
of detail beyond the English descriptions in Figures 2-2a and b.

Let us briefly consider where these two strategies might diverge in
their implications for the manual condition data.

ID Performance. MCD strategy predicts 3 hostile cues of any
kind are sufficient for hostile ID; optimal strategy predicts
extra cue plus at least one other cue, or all four of the other
cues, would be required.

Cue Reliance. Optimal strategy implies greater reliance on ex-
tra and graphic cues; MCD strategy implies greater reliance on
alphanumeric cues.

Latencies. No divergence (for analyses performed). Both
strategies predict decreasing latency with increasing number of
hostile cues.

A principal goal of our analysis is to explore the impact of the two
independent variables--workload and allocation scheme--on the selection and
execution of information-processing strategies. For example, increasing
workload might have any of the following effects:

* use of fewer cues per target;

* increase in performance errors (e.g., misreading cue values);

0 qualitative change in processing approach (for each target);

* increase in the response criterion for a hostile ID; or

* analysis of fewer targets.

By the same token, providing a facility for screening might protect
performance from deciements due to high workload by:

0 permitting use of more or better cues per target;

* reducing performance errors;

* facilitating more optimal adjustments in strategy;

0 permitting more optimal response criteria; or

• focusing attention on targets most in need of human analysis.

Thus, the cognitive modeling methodology to be explored here holds
the promise of clarifying and explaining the results obtained in the
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earlier analysis, and pointing the way to improved design of human-computer

allocation schemes.

2.2.2 Manual condition.

ID Performance Data. Figure 2-4 shows the percentage of targets
labeled hostile in the manual condition under low workload, as a function
of the total number of hostile cues, exclu:iLig the extra cue. In the top
graph, the extra cue was friendly; in the lower graph, the extra cue was
hostile. (Recall that in the manual condition, the target was always rep-
resented by the symbol "U" for unknown. The participant typed the target's
number to identify it as "hostile;" targets which remained unknown were, in
effect, treated as "friends.")

What is most noteworthy here is (a) in the top figure, the large dif-
ference between responding when only 2 cues were hostile and responding
when 3 cues were hostile; and (b) in the bottom figure, the similar large
difference between responding when 1 cue was hostile (in addition to the
extra cue) and responding when 2 cues were hostile (..n addition to the ex-
tra cue). The two charts support the MCD strategy: they suggest that the
extra cue was like any other in perceived diagnosticity, and that par-
ticipants (on average at least) responded with a hostile ID when 3 out of
the 5 cues were hostile. By contrast, the optimal strategy implies 100%
responding in the upper chart only when 4 cues are hostile, and 0% else-
where; and 100% responding in the lower chart for 1, 2, 3, and 4 cues hos-
tile in addition to the extra cue.

A second observation qualifies the above conclusion: despite the
large jumps just noted, in both charts the chance of a target's being
labeled hostile increases to some extent across the board with the number
of hostile cues. It does nor go from 0% to 100% when the number of hostile
cues reaches a majority. A variety of explanations are consistent with
this finding: e.g., (a) a probabilistic response rule according to which,
for example, when cues suggest the probability of hostile is X%, par-
ticipants respond "hostile" X% of the time (a "probability matching"
strategy); (b) errors in evaluating cues, i.e., occasionally misreading
hostile cues as friendly and friendly cues as hostile. Probability match-
ing does not easily explain the large jumps in responding when the number
of hostile cues reaches a majority. Occasional misreading of cues is cer-
tainly a possibility; however, the error frequency that would be required
to account for these data seems implausibly high, especially in the low-
workload condition.

For example, to explain the 21% response rate when only 2 cues are
hostile (averaging ovar extra cue status), we must suppose that one or more
of the 3 friendly cues are misread as hostile for 21% of these targets. To
explain a 94% response rate when 4 cues are hostile, it must be assumed
that at least two of the four hostile cues are simultaneously misread as
friendly for 6% of these targets.

It is worth considering an explanation which flows more naturally
from the MCD strategy, and which also accounts easily for the probabilistic
effects. A given participant may on occasion utilize only a subset of the
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Figure 2-4. Percentage of targets labeled hostile as function
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available cues; for example, one may look at 3 of the 5 available cues. On
those occasions, a hostile response will occur when a majority of the util-
ized cues is hostile. Table 2-8 gives the probability that a majority of
the sampled subset will be hostile forvarying numbers of hostile cues in
the total set, and for varying sizes of the sample. (Predicted values are
based on the hypergeometric distribution; Feller (1950).

Table 2-8

Probability a Majority of Sampled Cues are Hostile

Number of Hostile Cues Size of Sanapled Set
in Total Set of 5 1 2* 3 4* 5

Majority Hostile 5 1.0 1.0 1.0 1.0 1.0
4 .8 .6 1.0 1.0 1.0
3 .6 .3 .7 .4 1.0

Majority Friendly 2 .4 .I .3 0 0
1 .2 0 0 0 0
0 0 0 0 0 0

* A majority is defined for even sample sizes as more than half.

Under this strategy, then, even when the total set of cues does not
have a hostile majority, a sampled subset of cues may have a hostile
majority; and even when the total set of cues does have a hostile majority,
the sampled subset may not. The larger the proportion of the to'tal cues
which are hostile, the more likely it is that a majority of the selected
subset will be hostile. Therefore, the probability of a hostile response
increases with the total number of hostile cues, but it is not as high as
if all cues were sampled.

Note that all sampling strategies imply a probability of responding
of 1.0 when all 5 cues are hostile. Yet in that condition, participants
responded only 93.3% of the time. It is therefore plausible to assume that
about 6% of the targets were not attended, even under conditions of low
workload.

Figure 2-5 presents the ID performance data for both low and high
workload in the manual condition. High workload shows a similar pattern to
low workload, with the largest Jumps in responding occurring where the num-
ber ol hostile cues reaches a majority (whether the eatra cue was hostile
or friendly). In high workload, as expected, fewer targets were classified
hostile. The most striking observation, however, is that this discrepancy
between high- and low-workload performance only occurs when the number of
hostile cues is a majority, i.e., at 3 and 4 on the upper chart, and at 2,
3, and 4 on the lower chart.

Several possible explanations of the workload effect can be dis-
missed. First, these findings cannot be accounted for merely by assuming
that participants examine fewer targets under high workload, but use essen-
tially the same strategy for the targets that are examined. In that case,
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the reduction in responding would be a consistent proportion across all the
different numbers of hostile cues, rather than concentrated at the condi-
tions where hostile cues are in the majority. Second, the findings cannot
be accounted for by supposing that participants adopted a different
response criterion, since the high workload data continue to support the
predominant use of 3 hostile cues as a criterion for a hostile ID.

Finally, an account in terms of increased errors in cue evaluation
seems implausible. To account for the 57% average response rate when 3 cues
were hostile, wa must imagine that one or more hostile cues was misread as
friendly for 43% of the targets. To account for the 77% response rate when
4 cues were hostile, we must suppose that for 23% of the targets at least
two hostile cues were misread simultaneously. In addition, an account in
terms of cue-evaluation errors does not easily account for the asymmetric
effect of workload on targets which have a majority of hostile cues and tar-
gets which do not. It must be assumed, rather arbitrarily, that workload
affects the tendency to regard hostile cues as friendly, but not vice versa.

Tht workload effect can be accounted for more naturally in terms of a
change in participants' cue-sampling strategy: an increased tendency under
high workload to utilize only a subset of the cues for each target. This
hypothesis nicely captures an important qualitative feature of the data:
hostile ID responses decreased under high workload when there was, in fact,
a majority of hostile cues, but was relatively unaffected when there was
not a true majority for hostile.

Cue Dependence Data. Some confirmation for these hypotheses, and a
more detailed picture of the way participants utilized specific cues to ar-
rive at ID decisions, is provided by regressing the ID decisions against
cue values. Figure 2-6 shows the resulting regression coefficients, for
both low and high workload, in the manual condition. The HCD strategy pre-
dicts that participants will use the graphics screen only when the al-
phanumeric screen is inconclusi;e; hence, there will be greater reliance on
the alphanumeric cues (anl, an2. ar3) in compasrison to the extra cue and
the graphic cue (gl); the optimal strategy predicts the converse. As shown
in Figure 2-6, the coefficients for the alphanumeric cues are significantly
higher than for the extra and graphic cues, supporting the MCD model.

Dependence on cues of all types was less under high workload than un-
der low workload. Nevertheless, use of the extra and graphic cues was sig-
nificantIly more reduced than the use of alphanumeric cues. This is consis-
tent with our hypothesis that under high workload, participants utilize
fewer cues for each target; specifically, it suggests that participants are
less likely i'nder high workload to switch their attention to the seccnd
(graphics) screen even when the alphanumeric screen is inconclusiva.
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Figure 2-6. Regression coefficients against cue values.

These conclusions are further confirmed by Table 2-9, which shows the
percentage of targets labeled hostile in the manual condition as a function
of how many alphanumeric and graphics-screen cues were hostile. There are
linear trends (signifiiant) for both alphanumeric and graphics-screen cues
in high- and low-workload conditions (although the effect is weaker in high
workload). Two findings are of interest. First, when three cues are hos-
tile instead of two, regardless of combination, there is a big jump
(roughly 504) in the freqaency of responding. This suggests a majority
principle is operating. Secondly, as noted in the regression, the al-
phanumeric cues carry a bigger veight than the graphics-screen cues. For
example, if 3 alphanumeric and no graphics-screen cues are hostile, the
percentage of firing is 82.30t (in the lov-load condition) compared to
75.69% when 2 AN cues and I graphics-screun cue are hostile compared to
70.33t when I AN cue and 2 graphics-scretn cues are hostile. This pattern
holds throughout the matrix.

2.2.3 ScreeniR. cvndition. In the screening condition. again three
hostile cues seemed sufficient for classificat•on as hostile. Here the
data are more difficult to analy•e. however, because the computer is making
classifications In all but the 2 vs. 2 condition. To facilitate this
analysis. cell-by-cell comparisons are made between the screening condi-
tions and the manual conditions, which can be viewed as baseline. untAided
conditions. Table 2-10 indicates the cooputer symbols, and required
zperator responses to change the symbols, in the different conditions.

Uhen the 5th cue Is on the fr~endly side and there are 0 and I hos-
tile cues. participants behaved the saae in the screening conditions as in
the ranual conditions. This could be attributable either to participants
not feeling, the number of cues was sufficient to change the computer's 1D
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Table 2-9

Percent Engaging of Target by Cue Type

Manual Condition - Low Workload

U of Graphics # of Alphanumeric Cues Hostile

Cues Hostile 0 2 3

0 .42% 3.36% 32.49% 82.30%

1 2.74% 16.03% 75.69% 94.89%
2 23.28% 70.33% 93.97% 93.33%

Manual Condition - High Workload

# of Graphics # of Alphanumeric Cues Hostile
Cues Hostile 0 1 2 3

0 1.67% 3.87% 33.97% 60.19ý%

1 3,74% 18.46% 60.85% 77.13%
2 16.18% . 43.52% 75.75% 85.83%

Above dotted line: minority of cues are hostile.
Below dotted line: majority of cues are hostile.
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Table 2-10

Computer Symbols and Required Operator Responses
to Change Symbols in thl Different Interface Conditions

Interface Computer Response
Conditio.N Symbol Requirement

Manual Change only to h

Screening f Change to h (or leave as f)
? Assign
h Change to f (or leave as h)

Override f Change to h (or leave as f)
h Change to f (or leave as h)

or to participants ignoring those cases (since they are only prompted when
the condition is 2 vs. 2). One can try to distinguish between these ex-
planations by examining the 3 hostile cue situation when the extra cue is
friendly. The optimal response is "friend." Keep in mind the computer has
classified this target as hostile, unlike the manual condition where the
default classification is friendly.

In the screening, low-load condition with 3 hostile cues (5th cue
friendly), participants changed the ID 21.46% of the time, which means they
considered 21.46% of these targets friendly and 78.54% of them hostile. In
the analogous manual condition, they considered 23.54% of the targets to be
friendly and 76.54% of them to be hostile. The numbers for these two con-
ditions are virtually identical, suggesting that participants are looking
at cues rather than just ignoring those targets. The data for the 4 hos-
tile cues are also comparable, 13.89% judged friendly in the screening con-
dition and 6.25% judged friendly in the manual condition.

In the screening, high-load condition with 3 hostile cues (5th cue
friendly), participants changed the ID 13.134 of the time (thus judging
13.13% of the targets friendly), while in the minual, high-load condition,
they called 63.75% of the targets hostile, thus judging 36.25% of the tar-
gets to be frierdly. The finding that more targets are judged friendly
usitig the same cues in the high manual condition compared to the high
screening condition suggests that in the high load, screening condition
participants are paying less attention to the non.prompted targets. The
argument is that if participants were paying as much attention in the
screening condition as they were in the manual condition, they would have
changed the computer's ID 36% of the time rather than 13% of the time.

We can gain further scpport for this "attention' hypothesis by look-
ing at the 4 hostile cue conditions. When the extra cue points toward
friend, participants judge 11.81% percent of the targets friendly (based on
"change" scores) in the screening, high-load condition; whereas in the
manual, high-load condition, they judge 21.521 friendly. Again. the find-

•..• ' 4 ::icipants are overriding less in the screening condition than
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would be expected based on the manual condition's data (the number might
have been still lower if not for floor effects) suggests that they are
paying less attention to these cases.

When the 5th cue is on the hostile side, the pattern of results con-
firmed our previous assertions. Again, in the 0 and 1 hostile cue condi-
tions for both high and low workload, the results seem the same for screen-
ing and manual conditions: participants judged targets as predominantly
friendly.

When the cues are 2 vs. 2, an interesting pattern emerges. First,
for the low-load conditions, when the extra cue is hostile, the number of
targets judged hostile is the same across the manual and screening condi-
tions (73.41 versus 77.45, respectively). However, when we look at the
high-load conditions, we find that the participants judged more targets as
hostile in the screening condition (69.61) than they did in the manual con-
dition (50.38). Since the participants were more accurate in the screening
condition than they were in the manual condition, this suggests that they
were paying more attention to the 2 vs. 2 condition in that condition.
This suggests an attentional-focusing heuristic. This pattern of results
did not, however, appear when the extra cue was friendly.

To further validate the "attention" hypothesis, we compare the 3 and
"4 hostile cue conditions when the extra cue is hostile. In the low-load,
screening condition, the number of targets judged friendly were 6.81% and
8.75% for the 3 and 4 hostile cue conditions, respectively. This was com-
parable to the analogous manual conditions, where the number of targets
judged friendly were 5.55% and 6.67%, respectively. In the high-load
screening conditions, the number of targets judged friendly in the 3 and 4
hostile cue conditions were 9.44% and 8.33%, respectively. The analogous
manual conditions were 24.17% and 14.17%. This discrepancy suggests that
participants in the screening, high-load condition were paying less atten-
tion to these cue combinations than in the manual, high-load condition,
since they overrode less frequently than would be expected if they had paid
an equal amount of attention.

To summarize the screening conditions, participants in the low load
conditions responded similarly to those in the manual, low-load conditions.
This suggests that they were not just focusing on the the 2 vs. 2 cue con-
ditions but rather were focusing on other conditions as well. In the
high-loed conditions, participants compensated for the high load by focus-
ing mostly on the 2 vs. 2 condition where they were prompted.

2.2.4 Override condition. Finally, we look at the override condi-
tions. The first thing to note is that the percentages are low, suggesting
that little overriding occurred. In general, the numbers were lower for
the high-load conditions than they were for the low-load conditions, sug-
gesting again that participants compensated for increased load by ignoring
some of the targets. This is especially evident in the 2 vs. 2 cue condi-
tions. In this condition, the computer randnmly assigned targets as friend
or foe. Hence, we expect 501 accuracy and that 50% of the time par-
ticipants should change the ID if they are paying attention to the cues.
We see that in the low-load conditidns, participants changed the ID roughly
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42% of the time (across both 5th cue conditions) and in the high-load con-
ditions about 30% of the time (across both 5th cue conditions). What is
interesting here is that the difference between high- and low-load condi-
tions is greatest in the 2 vs. 2 conditions, suggesting that high load
degrades people's ability to make judgments in the most ambiguous condi-
tions.

We now compare the override conditions to the screening and manual
conditions. What seems to characterize the override conditions (both high
and low load) is that participants did virtually all their changes in 2 vs.
2 and 3 cue conditions, i.e., in the cases of (a) 3 hostile cues plus
"extra cue" friendly, and (b) one cue hostile plus the "extra cue" hostile
(3 friendly cues). Wh!.le this was to some extent true in the screening
conditions, there the emphasis was much more on the 2 vs. 2 conditions.

These results suggest a general cnntinuum of attentional focus. In
the manual conditions, participants tried to focus on all cue conditions
and hence there is a greater difference in high vs. low load conditions.
The override conditions focused much more on 2 vs. 3 cue conditions
(including the extra cue), hence a smaller difference in overriding across
load conditions. Finally, in the screening conditions, the focus was
primarily on the 2 vs. 2 condition (excluding the extra cue) and, hence,
the amount of ID changes is most similar across high and low load condi-
tions.

To give an overall summary, in low-load conditions, the amount of
changes were about the same across manual, screening and override condi-
tions, except the latter had a slight tendency to override only in 2 vs. 3
cue conditions. Also, differential changes seem to occur across cue condi-
tions suggesting that participants were looking at all the cues.

In high-load conditions, overriding drops off, suggesting that people
look at fewer than all the targets. The results of the screening and over-
ride conditions suggest that people look for heuristics to do this. In the
screening case, they focused largely on the 2 vs. 2 cue cases prompted by
the computer. In the override case, they focused on cases of maximum am-
biguity 2 vs, 3 cue cases. In fact, E& were actually somewhat more ac-
curate for the minor "conflict" targets, i.e., for those targets where 3
cues pointed one way but the extra cue pointed another, in the override
than screening condition under both levels of workload. The "attention
focusing" hypothesis provides a reasonable explanation for this finding.

In the screening condition, as expected, participants rely more on
thba extra cue, especially in the 2 vs. 2 cue condition where the computer
prompts the user with a "?". In fact, in the 2 vs. 2 condition, the extra
cue is the only one with a significant coefficient.

Comparing the screening condition to the manual condition, we see
that the coefficients are far less stable and lower (except for the extra
cue in the 2 vs. 2 condition), suggesting that when participants are ex-
pecting the computer to make a decision and prompt them when it is uncer-
tain, they are highly unsystematic in the strategies they use to decide
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whether or not to update the computer's decision. Moreover, except in the
2 vs. 2 condition, the R2 s are extremely low.

2.2.5 Response latencies. The-analyses below focus on participants'
response latencies (i.e., how quickly they responded), and how they were
influenced by workload, the computer's identification of the target in the
screening and override conditions, and also which half of the session the
participant was in. The results of these analyses are presented in Tables
2-11, 2-12, and 2-13 for the manual, screening, and override conditions,
respectively. The one observation that was overwhelming for these analyses
was that participants responded faster under conditions vf low workload
compared to high workload. The effect size was on the order of 10-15
seconds. This finding is counter-intuitive and at odds with the findings
of other researchers (e.g., Payne, Bettman, and Johnson, 1986). One pos-
sible explanation for it that is consfstent with the results presented ear-
lier in this report is that, in an effort to cope with greater workload,
participants spend more time examining those targets they choose to examine
and, thereby, attempt to minimize the likelihood of mistakes caused by high
workload. This explanation is, however, post-hoc and in need of further
investigation in Phase II.

As for target ID, targets identified as hostile by the computer in
the override and screening conditions were responded to faster than targets
identified as friendly. Targets labeled as unknown or "?" in the screening
condition fell somewhere in the middle. An interesting parallel finding
relates the size of the regression coefficients for the cues to whether or
not participants predicted the target was hostile and friendly. In both
override and screening conditions, there is a general tendency for more
cues to have significant regression coefficients and for the coefficients
to be larger in general when targets are labeled fziendly by the computer
than when they are labeled hostile. When taken with the response latencies
analysis, this suggests that when a target is labeled friendly, par-
ticipants take longer to respond and seem to rely more heavily on more cues
than when a target is labeled hostile. This may be interpreted as a dif-
ference in perceived utility for own and enemy craft, i.e., ewn craft is
worth a lot so participants take more time and look at more evidence before
shooting at a target labeled friendly, but are more willing to let poten-
tially hostile craft through based on a quicker decision using the cues
less. It may be interesting if this effect holds up with real air defense
participants; if so, it may be analogous to previous research (e.g., Cohen,
Brown, and Chinnis, 1986) where target importance enters into the decision.
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Table 2-11

Response Latency, Manual Condition

Mean Response Latency in Seconds
1st Half 2nd Half

Low Load 16.229 15.839
High Load 31.816 29.103

For Load F(1,4230) - 870.307, p - .000
Half F(1,4230) - 10.576, p - .001
Load & Half F(1,4230) - 5.330, p - .020

Table 2-12

Response Latency, Screening Condition

Mean Reponse Latency in Seconds
High Workload Low Workload

1st Half 2nd Half 1st Half 2nd Half
ID-friendly 34.275 30.872 21.486 23.432
ID-"?" (2 vs. 2) 32.617 30.904 18.887 19.708
ID-hostile 29.696 25.596 15.346 17.708

There are three general trends:

1) Low workload is faster than high workload (Fl,2289) - 156.898,
p - .000.

2) ID - hostile is faster than ID - "?", F(1,2289) - 14.800,
p - .000 and ID - "?" is faster than ID - friendly,
F(1,2289) - 3.440, p - .060.

3) Under high workload, subjects get faster going from 1st half
to 2nd half; under low workload, subjects get slower going
from 1st half to 2nd half, F(1,2289) - 7.109, p - .000.
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Table 2-13

Response Latency, Override Condition

Mean Response Latency in Seconds

High Load Low Load
1st Half 2nd Half 1st Half 2nd Half

ID-friendly 30.564 28.425 19.802 20.592
ID-hostile 28.753 27.163 18.264 18.743

There are three general trends:

1) Low workload is faster than high workload, F(1,1 782) - 185.534,
p - .000.

2) ID - hostile is faster than ID - friendly, F(1,1782) - 5.535,
p - .018.

3) Under high load, subjects get faster going from 1st half to 2nd
half; under low load, subjects get slower going from 1st half to
2nd half, F(1,1782) - 3.313, p - .065.

Another finding of interest with regard to the latency data has to do
with the effect of session half. In the manual condition, participants'
speed increases in the second half o, the session. However, this effect is
largely obtainied in the high-load conditions. In the screening and over-
ride conditions, an interesting effect occurs. While there is no main ef-
fect for session half, there is an interaction effect with workload, i.e.,
participants get faster going from 1st half to 2nd half, under high
workload, but actually get slower going from 1st half to 2nd half under
lower workload.

One possible hypothesis for explaining this finding is that, in low
workload, participants tend to abandon strategies going from the first half
to second half of the session. This suggests that as the session
progresses, participants start looking at more cues which could result in a
longer response latency. If we had latency measures of non-override
responses, which we do not, we could see whether this effect held up there
as well. As such, this hypothesis is purely speculative.

The final finding of interest focuses on the response latencies for
participants in the manual condition as a function of the number of cues
pointing to the target being hostile. Figure 2-7 shows that the response
latency decreased with the number of hostile cues up until three, end then
basically leveled off. This supports an "MCD" strategy; however, given
conflict among the cues, an "optimal strategy" can not be ruled out because
the latter strategy suggests a sequential processing of cues (3, 4, or 5)
until a threshold decision point is reached. In contrast, the response
latency is roughly constant with the number of cues in the high-workload
condition. One possible explanation that is consistent with the "attention
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focusing" hypothesis is that, under high workload, participants are more
likely to emphasize a target focus and, therefore, look at all cues for
each target they select, even if they are using an "MCD" strategy. Al-
though the explanations are speculative, they are consistent with the find-
ing of significant regression coefficients on all five cues in both
workload conditions.
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Figure 2-7. Mean response latcncies for participants
in the manual condition as a function
of the number of hostile cues.
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3.0 PHASE II EXPERIMENTS WITH ACTIVE-DUTY AIR DEFENSE OPERATORS

This section of the report describes controlled experiments testing
the relative effectiveness of alternative human-machine allocation schemes
with active-duty, U.S. Army air defense operators. Section 3.1 presents an
overview of the basic information-processing principles guiding our
research, and the experimental designs for the two experiments testing
these principles. Section 3.2 describes the air defense testbed used to
implement the experimental designs, as well as general information about
the air defense task. Section 3.3 provides an overview of the theory of
evidence introduced by Shafer (1976) that we used in the Phase II experi-
ments to expand the Phase I screening condition so that it could deal with
representative real-world conditions regarding both lack of information and
conflicting information. Sections 3.4 and 3.5 describe the procedures and
results for Experiments 1 and 2, respectively.

3.1 Basic Principles and a General Experimental Design

We begin this section by identifying those basic information-
processing principles that the Phase I research suggests that people should
implement to be good information processors. Our concern is only the
high-workload condition because that is the condition under which adhering
(or not) to these principles will have the biggest impact and, conse-
quently, the effects of alternative human-machine allocation schemes are of
most concern. We did, however, also use a low-workload condition in this
first experiment. The focus through much of the discussion below is on the
air defense problem being addressed in the Phase II experimentation, al-
though the basic principles are, of course, general ones.

The basic principles are as follows:

(1) Decision makers should focus their attention on only those
cases (in our case, targets) that require their attention.
Other cases should be delegated to others (people or machine)
that can solve them.

(2) Given that people are focusing on the cases needing their at-
tention, they need to use an appropriate information-processing
strategy to solve these cases. "Appropriate strategy" is a
function of accuracy and speed.

These principles were supported in the Phase I study. The screening condi-
tion made Z primariLy attend to the unresolved targets and, to a lesser
extent, more heavily rely on the "extra cue."

The implications of these principles were as follows for the Phase II
experimentation when the person was working with the machine:

When the machine's belief values are accurate, i.e., something
has not happened that would cause them to be discredited:
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let the machine identify all targets it can (i.e., those
that have passed specified thresholds on diagnosticity,
uncertainty, and conflict);

-- the person should use the appropriate strategy, such as
examining cues in order of their value, to identify other
targets (i.e., unknowns).

It was hypothesized that this implication would result in the follow-
ing finding under the condition of high workload in our experiment:

Any capability that permitted screening would improve perfor-
mance over that which does not because it would help persons
attend to the appropriate targets (i.e., unknowns). This
"screening" capability could be in the form of both:

internal rules that let the machine identify targets that
it can; and

an allocation menu that permits persons to create rules
on-line that the machine can use to identify cases.

Two experiments were conducted to test this "implication" of the
basic principles. The first experiment tested the relative effectiveness
of three human-machine interface conditions (manual, override, and screen-
ing) under two levels of workload (low, high). Table 3-1 presents the
design for the first experiment.

Table 3-1

Design for the First Phase II Experiment

Workload Factor
I Low High

Human-Machine Manual
Interface Override I
Factor Screening

The conditions were defined as follows:

(1) The human-machine interface factor (a hcompletely automated"
condition was assumed as a uaseline):

"* Manual - Participants (fl) identify all targets.

"* Override - The machine identifies all targets; Ps change
only those identifications they want to change.

* Screening - The machine firmly identifies all targets
that have high levels of certainty; the machine prompts
Ps as to which targets it can not identify (called
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"unknowns") thereby forcing ks to identify these un-
resolved (i.e., unidentified) targets; and the machine
identifies "intermediate" targets, which are between
firmly identified targets and unknowns, along with the
reason for this Judgment (e.g., not enough information or
conflicting cues).

(2) The workload factor:

-- Low - A target came on the screen every 12 seconds.

* High - A target came on the screen every four se-onds.

Every participant performed the target identification task for all
six cells of the 3 (human-machine interface) x 2 (workload) conditions,
resulting in a within-participant design. This design replicates the Phase
I experiment, but now using a significantly more representative air defense
task (and target simulation) with actual air defense operators. Consistent
with the Phase I results and "basic principles" above, we predicted:

(1) a significant main effect for workload, and

(2) a significant workload x human-machine interface interaction.
Under low workload, all three interfaces would produce equal
(and high levels) of performance. Under high workload, only
the "screening" system would be able to maintain performance at
the level achieved under low workload.

The second experiment tested the relative effectiveness of five
human-machine interface conditions under high workload only. The ex-
perimental design is shown in Table 3-2.

Table 3-2

Design for the Second Phase II Experiment
Allocation

(iLe., Rule-Creation) Capability
No Allocation Allocation
Capability Capability

(Data inputted
Human-Machine Completely Manual from 1st experiment
Interface Override _ _
Factor Screening

Note: Assuming that "completely automated" is still a baseline condition.

Each participant ran all conditions, except the "manual:no alloca-
tion" cell of the design; the data for this cell were inputted from the
first experiment to complete the design and analysis becausa time
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constraints prevented us from running this cell. The conditions were
implemented as follows:

(1) The human-machine interface factor (a "completely automated"
condition was run as a baseline):

* Manual - Ps identify all targets as in the first experi-
ment.

* Override - Machine identifies all targets and ?_s change
only those identifications they want to chang%, just as
in tha first experiment.

0 Screening - Machine firmly identifies "certain targets"
and human review is not needed; the machine passes off
targets it can not identify (i.e., unknowns) to Ps for
identification; and the machine highlights targets for
which it made identification but human review suggested.
(Note: In the first experiment, targets could leave the
display as "unknown" if the P did not identify them,
thereby becoming an incorrect identification. The
screening condition was changed in the second experiment
so that the machine always made its "best guess" iden-
tification for "unknowns" not identified by the P; conse-
quently, no targets left the display as "unknown.")

(2) The allocation menu factor:

m • None - Ps have no on-line mechanism for creating rules to
be used by the machine to identify targets.

Allocation Capability - Is have on-line creation
mechai.K sm for creating rules to be used by the machine to
identify targets.

Table 3-3 presents the hypothesized rank order of performance in high
workload for the (Expariment 2) conditions described above; Figure 3-1
presents the same information pictorially.

Table 3-3

Hypothesized Rank Order of Performance (U% High Workload)
for Different Conditions

(Note: The lower the number, the better tho performance.)

Allocation MHi-t Factor
No Allocation Allocation

Capability . - Capability
Human-Hachine Completely Manual 4 3
Interface Override 4 3
Factor Screening 2 , 1
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These predictions are consistent with the folloving principles:

(1) Performance in the override condition will not be much better
than that achieved in the-completely manual condition, and con-
siderably less than that achieved in the screening condition,
because it does not focus attention on the targets requiring
it.

(2) Having an allocation (i.e., on-line rule-creation) capability
will significantly improve performance for all three human-
machine interface conditions.

(3) "Manual and override with allocation" will still not result in
performance as good as that achieved with "screening without
allocation" because participants are still not being directed
to focus on certain targets requiring their attention.

(4) "Screening with allocation" will result in the best performance
because it gives & the ability to create rules to identify cer-
tain classes of targets that they bad to previously attend to
because the machine did not have rules in its knowledge base for
identifying these classes of targets. (Note: In the experi-
ments, we used messagas from Headquarters to alert Ps to classes
of "unknown" targets for which rules could be created on-line.)

1 - Allocation
Relative
Performance 2 x No Allocation
(Rank 3
Ordered) 3 - 04 L 2

Completely Override Screening
Manual

Figure 3-1. Hypothesized performance levels in high vorkload
for the different conditions.

Specific details of the procedures for implementing each of the above
two experimental designs, and the results for each experimen., are
presented in Sections 3.4 and 3.5, respectively. of this report. Ue now
turn to describing the air defense task and testbed developed for Iv-
Plementing the experiments.

3.2 The Air Defenss Task and ExoerieentalTebXe

The air defense environaent is characterized by:
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* high stakes, with expectations of heavy losses in short periods
of time;

0 potentially heavy peak loAds, where the skies can be saturated
with enemy af.rcraft;

0 sophisticated, high-performance threat weapon systems, result-
ing in minimum reaction time;

0 highly critical vital assets requiring friendly air defense
protection.

The specific problem selected as the focus of the present research is
identification of aircraft as friend or foe. Air defense systems exist in
the field that run the gamut from virtually all identification (ID) deci-
sions left in the hands of the user (e.g., IUAMK) to virtually all ID deci-
sions made by the computer (e.g., PATRIOT). Current plans call for modify-
ing the IHAWK system to improve its capabilities in the direction of
PATRIOT, and there is a broad spectrum of intermediate capability options
that must be considered.

During centralized operations, higher headquarters and adjacent units
provide the dominant ID cues. At the fire unic level, targets are desig-
nated for engagement from battalion command centers, an,3 the fire unit
focuses on engagement rather than ID decisions. However. in wartime it is
fully expected that a majority of combat engagements will be- made under
decentralized authority due to the inability of higher echelons to detect
aircraft attacking at low altitudes. Additionally, it is expected that
communications will be interrupted frequently. thus requiring fire units to
operate autonomously.

In the IIIAWt system. particularly during autonomous operations, the
Tactical Control Officer (TCO) and Tactical Control Assistant (TCA) are
responsible for identification decisions. Sources of information are
varied:

Identification Friend or Foe (IFF) equipment at 0 Platoon
Counand Post (PCP) (anually initiated by the TCA). This is
done using a manual interrogation svlitch that is coded to
receive specific responses from transponders in friendly
aircraft. These codes are changed frequeotly to stvoid (o-
ploitation by the emn=y.

Correlation vith flliht plans and safe-passage corridors--for
example, the cowmander might establish a schedule which
prohibits ny firing at aircraft c-. certain headings daring
specified tic& perit-s.

"* Aircraft actions (dropping chaff. use of other Elqctronic
Counter Measures, or EWI. attacking friendly troops.

"* Infortatlon passed rom hi&er or adjacent units (tf
available).
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0 Pop-up criteria, which are designated parameters such as speed,
altitude, and bearing that must be observed by friendly
aircraft.

Often these identification cues are missing or can be conflicting,
and the friend or foe decision is a difficult one. Following prescribed
rules of engagement, the TCO/TCA typically will use electronic means to
make a hostile identification based upon the above criteria. For example,
if an aircraft is not responding to the prescribed IFF, is outside of a
safe-passage corridor, and is closing at a speed in excess of a prescribed
rate, it might be declared hostile. However, if it is not responding to
IFF, is in the safe-passage corridor, and exceeds the speed criterion, the
identification is less clearcut. Subjective judgment, based on experisnce,
will be used to combine the ID cues and reach a decision.

Similarly, in the PATRIOT system, input data come from the sources
above, except that a different IFF interrogator is used. Currently, cue
conflict resolution depends upon the levl of automation selected, the
relative importance end reliability of the various data sources, and the
decision-making style of the officer running the engagement. At the
highest capability level, the automated system combines cues using a
predetermined weighting algorithm and makes the ID determination. For ex-
ample, IFF response, speed, altitude, and passage over restricted areas can
be assigned weights that reflect their relative importance. Each aircraft
is "scored" on each factor by the automated system, and based upon the
mathematical combination of scores and weights, the aircraft is designated
as friendly, hostile, or unknown. The TCO can change weights in the algo-
rithm or can override automated decisions, but is not likely to do so in
most cases. In this mode of operation, challenges using the IFF are in-
itiated without TCO/TCA intervention.

A potential improvement to the IHAWK system would be to bring the
capability level for ID closer to that of PATRIOT. More will be done by
the automated portion of the system as far as challenging, analyzing data,
and determining friend or foe identification. Yet, experience with the
fully automated PATRIOT system has shown that this may not be the optimal
configuration for the system. Some problems include excessive challenging
to aircraft causing transponder damage, boredom of operators when in the
fully automated mode, and lack of confidence in the fully automated system.
Some have hypothesized that under combat conditions, TCO/TCAs will not even
use electronic IFF challenges due to increased vulnerability to enemy
exploitation of the signal. For these and other reasons, it may be the
case that an intermediate level of automation will produce better results.

It is within this context that the research team designed the testbed
for implementing the alternative conditions of the proposed experiment. We
wil.l now turn to discuss the testbed. When reading this description, orc
should keep in mind that certain characteristics of the "real air defense
problem" (e.g., exactly when and how information is presented) were
modified in order to obtair the experimental control necessary to evaluate
Pg' information-processing strategies in alternative conditions. However.
we tried to be as representative of the air defense envircnment as pos-
sible.
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The "testbed" hardware was an IBH-AT personal computer with a color
display monitor. The input devices were a three-key mouse and keyboard,
although the sj used only the mouse. The testbed had a 20-megabyte hard-
disc for storing the air defense simulation and all software for presenting
the experimental materials to the Pj for each condition and for collecting
the Ls' responses.

The instructions to the participants can be found in Appendix A. In
brief, they were told that they were the tactical control officer (TCO) of
a proposed air defense system, and that they must decide which of the
aircraft approaching them were friends and which were hostiles. They were
shown a "radar" picture of the sector they were responsible for defending,
and--on another portion of the screen--a variety of information that, in
addition to the radar display, would help them make identification deci-
sions. Figure 3-2 shows what the radar screen looked like, Conceptually,
the P as the air defense operator, is located at the bottom, where the two
straight lines come together. The whole pie-slice-shaped area is the area
of responsibility of the unit. The Z is protecting two friendly assets.
In addition, there are two safe-passage corridors for the movement of
friendly aircraft. These corridors were outlined in blue on the display.

The U-shaped figures on the screen shown in Figure 3-2 represent the
location of "unknown" aircraft. These aircraft have not been identified as
either friends or hostiles. Aircraft could fly at different speeds and al-
titudes depending on whether they were bombers, fighters, or helicopters.
Aircraft could appear at the extreme top or sides of the screen or they
could "pop-up" within the sector if they were flying at an altitude below
radar detection. If they popped-up, they could do so "close" to the E or
along the forward edge of the battle area (FEBA). Aircraft could be out-
side or inside a safe-passage corridor. Aircraft that were close to the
edge of the coL:idor were classified as "inside" if they traced the edge of
the corridor. If inside a corridor, they could be flying within the al-
titude and speed parameters set for the corridor or not. The acceptable
corridor altitude ranged from 2,000 to 10,000 feet; the acceptable corridor
speed was 700 knots or below. In all cases, the aircraft moved either
toward the I or the sides of the sector; never toward its top. Ps were
told that both friendly and hostile aircraft had been appearing for the
first time well within the corridor and that, unfortunately, there had been
heavy enemy Jamming in the area of the corridor entrances and it had been
impossible to use the corridor entry point as a reliable ID criterion.

Ps were told that, in order to perform well, they had to correctly
identify as many aircraft (i.e., friend or hostile) as possible before the
aircraft went off the radar screen. Aircraft went off the screen when they
had reached the sides of the sector or when they were 40 km from the P's
position, which is the closest range ring in Figure 3-2. Ls were told that
they were responsibli for, and scored on, all targets within the FEBA, even
though their engagement capability extended only to the 2nd range ring.

Figure 3-2 shows the symbols for different types of targets. A black
"U" represented an "unknown;" a circle represented a "friend;" a diamond
represented a "hostile.' A "hexagon outline" reprusented a target that had
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been engaged by the system. Jammers were indicated by the symbol shown in
Figure 3-2.

Points were used to facilitate Ell motivation. Specifically, Es
received 5 points for each correctly identified target, either friend or
hostile. They received no points if they identified the target incorrectly
or if they left the target as "unknown." It was emphasized that their goal
was to maximize their point total. To help them, Pr were given feedback
every minute. The feedback was presented in a box in the lower left-hand
portion of the screen. During an attack phase, it told the FP what cumula-
tive proportion of friends and hostiles they identified correctly, incor-
rectly, or left as unknown when those aircraft left the screen. If a high
proportion of "true" friendly aircraft were identified incorrectly, the E
was identifying too many friends as hostiles. Consequently, the E needed
to examine aircraft on the screen that were identified as hostile more
carefully because some of them were friends. In contrast, if a high
proportion of "true" hostile aircraft were identified incorrectly, the Ls
needed to examine aircraft on the screen that were identified as friends
because some of them were probably hostiles.

At the end of an attack phase, the feedback bcx added the proportion
of friends and hostiles within the FEBA identified correctly, incorrectly,
or left unknown to help the P determine how well he did for that phase.
Attack phases varied in the amount of time they took, depending on the
workload condition.

In order to identify a target or obtain more information about it, Ls
"hooked" the target by (1) using the mouse to guide a cursor to the target,
and (2) pressing the mouse's left-hand button. Only one target could be
hooked at a time. "Hooked targets" were represented by a square on the
radar screen; their track #s appeared at the top of the radar scope, as
shown in Figure 3-3.

El could use the other "buttons" on the top-half of the screen to ob-
tain more information about a hooked target. In particular, they could
find out whether the target "popped-up" (POPUP button); whether it was "in"
or "out" of the corridor (CORR button); or its speed (SPEED button), dis-
tance (DIST button), altitude (ALT button), and heading (HEAD button).

There are two buttons labeled "IFF CHAL" and "HQ ID REQ" in the upper
portion of the main display. ZA could gather new information about an
aircraft by pressing these buttons. "IFF CHAL" stands for "IFF Challenge,"
which is sending an electronic interrogation signal to which friendly
aircraft can respond automatically unless their equipment has malfunc-
tioned, they do not have an IFF transponder, or their codes are set im-
properly. Although typical air defense systems simultaneously challenge
multiple targets, an IFF challenge could be placed only against the hooked
target in the testbed in order for us to examine the El' information-
processing (and search) strategies. The "HQ ID REQ" button was used to
contact higher headquarters (HQ) to ask them for the identification of the
hooked target. The answer to the f's request appeared to the right of the
button. If the j received "unknown" in response, this meant that head-
quarters did not know the identification of the aircraft. Figure 3-3 shows
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all the information for the "hooked aircraft" in the right-hand safe-
passage corridor.

The Zs were told that, in general, there were more hostiles than
friendlies, and that some of the information (called "cues") were better
discriminators than others. Zs were shown the table below, which indicates
which cues were the strongest indicators for each type of target, and which
had a lot of uncertainty associated with them in the testbed's simulation.
Although the diagnosticity of the cues in our simulation match those in an
actual air defense environment moderately well, distinct differences (e.g.,
that for "HQ ID Hostile" or "Corridor Two Out") did develop in the simula-
tion because of the effort to create "test cases," that is, targets that
would be difficult to identify. We showed I& the diagnosticity table to
minimize the extent to which these differences affected 1s1 performance.

Cues Indicating FRIEND Cues Indicating FOE Non-Definitive

Value Strength Value Strength
IFF Positive Very Strong Corridor OUT Strong HO ID Unknown
HO ID Fritend Very Strong NO ID Hostile Strong Popiup (aOt values)

Corridor IN Strong Jamr Strong Non-Jaimer

Corridor One Out Moderate IFF No Response Moderate Corridor Two Out

As can be seen from the above table, performing an "IFF Challenge"
and a "HQ ID Request" were by far the most diagnostic pieces of informa-
tion. Two actions were taken to prevent rs from mechanically hooking a
target and pressing the buttons for those two pieces of information in or-
der to increase the judgmental aspects of the problem. First, penalties
were attached to "IFF Challenge" and "HQ ID Request." In particular, a
point penalty was attached to the former and a time penalty to the latter.

Performing an IFF challenge in the "real world" opens an air defender
to exploitation (i.e., attack) by enemy aircraft. To represent this situa-
tion, Ys were (randomly) exploited 10% of the times they issued an "IFF
Challenge." If exploited, they lost 10 points and were notified in the
lower left-hand corner of the display. Requesting an "HQ ID" takes time to
perform in an actual air defense environment. To represent this, it took 4
seconds for ZI to get a response to their requests. During this time they
could get information about the hooked target, but they could not hook
another target. If the El performed an "IFF CHAL" or requested an HQ ID
for a hooked target, they could recall the information from their database
at a later time without incurring a point or time penalty. This was done
by rehooking the target and hitting the "IFF" and "HQ" buttons located
beneath the "SPEED" and *CORR" buttons.

The second action taken was to make available information par-
ticularly salient for certain targets so that there would be no need to
press the "IFF CHAL" and "HQ ID REQ" buttons. This was accomplished by
sending Ps messages from headquarters about certain targets. This informa-
tion appeared in the MESSAGE box. For example, a message might have looked
as follows:
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(1) Hostile Group Profile
(1) Popup-No:Corr-Two out
(1) Alt-ll,000:Speed-1200

The number in the parentheses indicated that this was Message #1.
"Hostile Group Profile" meant that the message described a group of targets
that was known to be hostile. "Popup-No:Corr-Two out" told k1 that the
hostiles did not pop-up and that, although they could be within the lateral
boundaries of both corridors, their speed and altitude did not match the
parameters of the safe-passage corridors. In particular, the hostiles had
an altitude of approximately 11,000 feet and a speed of approximately 1200
knots. No friendly aircraft were at that altitude and speed specified in
the messages. The message was in effect for no more than ten minutes,
depending upon how long it took the hostile group to leave the radar
screen. (Note: After those ten minutes, friendly aircraft might appear at
the altitudes and speeds identified in the message.)

We used a secondary task to obtain an objective measure of workload.
Specifically, while ki were performing the target identification task, they
had to acknowledge orders from higher headquarters. These orders were rep-
resented b, a light in the upper right-hand corner of the radar display.
It is labeled "RL" in Figures 3-2 and 3-3. This light went on throughout
the session based on a Poisson distribution. It stayed on for 3 seconds.
In an effort to ensure that Ps responded to the secondary task, (a) Ps were
told to acknowledge the RL as fast as possible, and (b) if they failed to
respond within 3 seconds, they lost 2 points. We obtained accuracy
measures by asking Z& to press the middle button on the mouse when the
light was red, and the right-hand button on the mouse when the light was
green. The buttons were color-coded. k1 obtained 1 point every time they
responded correctly within the time limit; they lost 1 point if they
responded incorrectly.

The PA' total "running" score appeared at the bottom of the feedback
box in the lower left-hand corner of the display. The total score was a
function of: (1) the number of aircraft identified correctly; (2) the num-
ber of points lost through the exploitation of IFF challenges; and (3) the
number of points gained or lost through acknowledgments of the response
light. Ps were told that the worst possible score they could obtain at the
end of an attack phase was -400 points and that the best possible score was
+1500 points in an effort to help them evaluate their performances.

We now turn to a description of Shafer's theory of evidence, which
was used and expanded upon by the research team to guide the machine's in-
ference process. The material below is, in large part, an abridged version
of a much more detailed discussion found in Cohen. Watson, and Barrett
(1985).

3.3 Shnfer's Theory of EvidenKe

In the theory of belief functions introduced by Shafer (1976),
Bayesian probabilities are replaced by a concept of evidential support.
The contrast, according to Shafer (1981; Shafer and Tversky. 1983) is be-
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tween the chance that a hypothesis is true, on the one hand, and the chance
that the evidence means (or proves) that the hypothesis is true, on the
other. Thus, we shift focus from truth of a hypothesis (in Bayesian
Theory) to the evaluation of an evidential argument (in Shafer's Theory).
By stressing the link between evidence and hypothesis, Shafer's system (a)
is able to provide an explicit measure of quality of evidence or ignorance
(i.e., the chance that the evidence is not linked to the hypothesis by a
valid argument); (b) is less prone to require a degree of definiteness in
inputs that exceeds the knowledge of the expert, and (c) permits segmenta-
tion of reasoning into analyses that depend on independent bodies of
evidence. We will find that each of these properties can contribute sig-
nificantly to the representation of uncertainty.

In Shafer's system, the support for a hypothesis and for its comple-
ment need not add to unity. For example, if a witness with poor eyesight
reports the presence of an enemy antiaircraft installation at a specific
location, there is a certain probability that his eyesight was adequate on
the relevant occasion and a certain probability that it was not, hence,
that the evidence is Irrelevant. In the first case, the evidence proves
the artillery is there. In neither case cculd the evidence prove the ar-
tillery is not there.

To the extent that the sum of support far a hypothesis and its
complement falls short of unity, there is "uncommitted" support, that is,
the argument based on the present evidence is unreliable. Evidential sup-
port for a hypothesis is a lower bound on the probability of its being
true, since the hypothesis could be true even though our evidence fails to
demonstrate it. The upper bound is giver, by supposing that all present
evidence that is consistent with the truth of the hypothesis were in fact
to prove it. The interval between lower and upper bounds--that is, the
range of permissible belief--thus reflects the unreliability of current a.-
guments. This concept is closely related to completeness of evidence,
"since the more unreliable an argument is, the more changeable the resulting
beliefs are as new evidence (with associated arguments) is discovered.
These concepts are not directly captured by Bayesian probabilities.

In Shafer's calculus, support m(.) is allocated not to hypotheses,
but to sets of hypotheses. As with probability, however, the total support
across these subsets will sum to 1, and each support m(.) will be between 0
and 1. It is natural, then, to say that m(.) gives the probability that
what the evidence means is that the truth lies somewhere in the indicated
subset.

Suppose, for example, that we have threo hypotheses of interest: HI,
H2 , and H3 . We feel the evidence either means that H3 is true, or that (H1
or H ) is true, or that it is not telling us anything (i.e., (Hl or H2 or
H3 1 ;s true), and that the weight of evidence is just as strong with each
possibility. In that case, m(H3 ) - MM H1 or H3 )) - m(|H1 or H2 or H3 ))
1/3. In a Bayesian analysis, arbitrary aecisions would Lave to be made
about allocating probability within these subsets, requiring judgments that
are unsupported by the evidence.
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This same device, of allocating support to subsets of hypotheses,
enables us to represent the reliability of probability assessments. Sup-
pose, for example, that a certain type of seismic reading has been as-
sociated with seismic activity 70% of the time and with nuclear tests 30%
of the time based on past frequency data. If we are confident that seismic
data now being analyzed are representative of this set, we may have
m(earthquake) - .7 and m(nuclear test) - .3. But if there is reason to
doubt the relevance of the frequency data to the present problem (e.g., be-
cause the frequency data come from U.S. tests and seismic data from other
geological regions), we may discount this support function by allocating
some percentage of support to the universal set. For example, with a dis-
count rate of 30%, we get m(earthquake) - .49, m(nuclear test) - .21, and
m((earthquake, nuclear test)) - .30. The latter reflects the chance that
the frequency data are irrelevant.

Similarly, within the context of the air defense experiment described
above, the unreliability of various means of intelligence collection will
reduce one's belief in HQ ID. For example, we might say that "HQ ID -
Friend" has a level of unreliability such that m(Hl:target is friend) - .8,
m(H9 itarget is foe) - 0, m(H3 :target is uncertain, i.e., either friend or
foe - .2. Moreover, it is possible that "HQ ID - Foe" is more unreliable
than "HQ ID - Friend." Consequently, one might obtain the following degree
of support values for "HQ ID - Foe": m(Hl:target is friend) - 0,
m(H2 :target is foe) - .60, and m(H3 :target is either friend or foe) - .40.
In developing the belief functions for the testbed, we took the direct ap-
proach of independently asking two substantive domain experts the "Degree
of Support for Friend," the "Degree of Support for Hostile," and the
"Degree of Support for Either, i.e., Don't Know," for each level on each
cue. We then met Jointly with both experts to resolve differences.

Shafer's belief function Bel(.) summarizes the implications of the
m(.) for a given subset of hypotheses. Bel(A) is defined as the total sup-
port for all subsets of hypotheses contained within A; in other words,
Bel(A) is the probability that the evidence Implies that the truth is in A.
The plausibility function P1(-) is the total support for all subsets which
overlap with a given subset. Thus, P1(A) equals 1-Bel(A); i.e., the proba-
bility that the evidence does not imply the truth to be in not-A. In the
example above, ve get:

Bel(H3 ) - m(H3) - 1/3;

PI(H 3 ) - 1-Bel(ii 1 or H2 )) - 1;

Bel((H1 or H3)) - m(H3) + m(iH1 or H3)) - 2/3;

Pi(IH1 or H3)) - 1-Bel((H2)) -)'-

Thus far, we have focused on the representation of uncertainty in
Shafer's system. For it to be a useful calculus, we need a procedure for
inferring degrees of belief in hypotheses in the light of more than one
pizz: :f zidence. This is accomplished in Shafer's theory by Dempster's
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rule. The essential intuition is simply that the "meaning" of the combina-
tion of two pieces of evidence is the intersection, or common element, of
the two subsets constituting their separate meanings. For example, if
evidence E1 proves {H, or H2 ), and evidence E2 proves MH2 or H3), then the
combination E, + E2 proves H2 . Since the two pieces of evidence are as-
sumed to be independent, the probability of any given combination of mean-
ings is the product of their separate probabilities.

Let X be a set of hypotheses H1 , H2, ..., Hn, and write 2x for the
power set of X, that is, the set of all subsets of X. Thus, a member of 2
will be a subset of hypotheses, such as (H2 , H5, H7), H3, or (Hl, H2, H3,
HO, etc. Then if m (A) is the support given to A by one piece of
evidence, and m2 (A) Is the support given by a second piece of evidence,
Dempster's rule is that the support that should be given to A by the two
pieces of evidence is:

I ml(Al)m2(A2)
AflrA2-A

mA2 (A) I 1- X ml(Al)m2 (A2 )"

m Ar'A2-0

The numerator here is the sum of the products of support for all pairs of
subsets A1 , A2 whose intersection is precisely A. The denominator is a
normalizing factor which ensures that ml2(-) sums to 1, by eliminating sup-
port for impossible combinations.

The m(*Degree of Support for Either, i.e., Don't Know") represents
the level of uncertainty in the evidence, and this value can range from 0
to 1.0 such that the sum of the evidential values equals 1.0. In addition
to uncertainty, there is conflict when different pieces of evidence occur
supporting different hypotheses (e.g., friend and foe). Human experts
typically use conflict as a symptom of the existence of problems in the
"analysis, and thus as a prompt for action (such as reexamining the
credibility of sources, reconsidering basic assumptions of the analysis, or
searching for new information). The simulation for the experiment was
designed such that significant conflict occurred for certain types of tar-
gets. It was neither clear exactly what information-processing strategy El
would use to resolve conflicts, nor how the various conditions in the ex-
periment would affect their strategy. Nor was it clear that E would use
the same strategy to resolve Ouncertain" versus Oconflicts cases. Shafer's
theory of evidence gives one the framework of differentiaLing between these
two types of cases and, more globally, the means for determining whether
El' information-processing strategy (and conclusions) match those proposed
by the theory.

3.4 Ex~erimenD.l~

This section of the report describes the method and results for the
first experiment conducted at Fort Bliss. Texas.
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3.4.1 Method. The method section for Experiment 1 is composed of
the following subsections: the experimental design, the participants, how
the factors in the design were operationalized, a description of the air
defense simulation, the procedures used when conducting the experiment, and
the dependent measures used to assess the effects of the different ex-
perimental conditions. Each subsection is considered in turn.

3.4.1.1 Experimental Design. A repeated measures, 2 workload (low
and high) x 3 human-machine interface (manual, override, and screening)
factorial design was used in Experiment 1. A completely automated condi-
tion where the system performed the target identification task without ac-
cess to IFF, HQ ID, or message data served as a baseline condition. This
design replicated the Phase I experiment, but ntv using a significantly
more representative air defense task (and target simulation) with actual
air defense operators.

3.4.1.2 Participants. Fourteen UoS. Army air defense operators par-
ticipated in the experiment between 19 May.-29 May 1987. All participants
were either first or second lieutenants vho had completed the Basic Course
and who had some experience with either the PATRIOT or HAWK air defense
system.

3.4.1.3 Operationalizing Design Factors. Wnrkload levels were
operationalized by manipulating the time in between which targets appeared
on the radar screen. Specifically, a target appeared ever)y 12 seconds in
the low-workload condition and every 4 seconds in the high-workload condi-
tion. This 3:1 ratio was quite similar to the 2.75:1 ratio used in the
Phase I experiment, and easy to operationalize on the testbed.

The manual, override, and screening conditions were operationalized
as follows. In the manual condition, 11 were told that the system would
keep track of all information about the targets but that they had to per-
form all target identifications. The concept of 'conflicting information"
was presented in the form of the example of an aircraft that is jamming--
which suggests it is hostile--but giving a positive IFF response--which
suggests it is friendly. R were reminded about how to obtain information,
and about the point and time penalties for "IFF CAL" and "HQ ID REQ,"
respectively. In sum, tha manual condition in Experiment 1 was operation-
alized basically like it was in the Phase I study, except for changes rep-
resentative of the more sophisticated defense task and simulation.

In the override condition, b were told that, in addition to keeping
track of all the information about the targets, the system would also make
an initial identification of all aircraft based on: (a) whether and where
it popped up; (b) whether it was in the corridor or not; (c) whether its
speed and altitude met the corridor parameters if it was in the corridor;
and (d) whether or not it was a Jammer. Aircraft initially identified as a
friend were represented as black circles. Aircraft, exept jammers, ini-
tially identified as hostile were represented as black diamonds. All jam-
mers were initially identified as hostile by using the black jammer symbol.
It is important to note that the system did not have access to messages
from headquarters or the results of ar. HQ ID or IFF challenge when it made
........ identification. Consequently, the override condition was
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operationalizea similarly to how it was operationalized in the Phase I
study where the system used all the information except the "extra cue,"
which had to be searched for and processed by the human operator. One im-
portant difference between the override and screening conditions in Experi-
ment 1 and the Phase I study, however, was that the responses to the IFF
challenge were included in the system's identification algorithm in the
former in an effort to help maintain task representativeness with actual
air defenders.

ZA, when in the override condition, were told about "conflicting in-
formation" and reminded about penalties just as in the manual condition.
2s also were told that unless they changed the system's identification, it
would represent their identification when the aircraft went off the screen
or, if the aircraft was within the FEBA, when the attack session ended.
Changes in the identifications made by the Zs were color-coded. In par-
ticular, a blue circle represented an aircraft &s identified as friend; a
red diamond represented an aircraft that 2s identified as hostile. rs were
also told that if they changed an identification to "unknown," because they
wanted to identify another aircraft before deciding, it would be repre-
sented as a green U, and reminded that they would not get any points for
aircraft identified as "unknown." If & identified a Jammer, the jammer
symbol was color-coded blue, red, or green depending on whether it was
identified as friend, hostile, or unknown, respectively.

Finally, when in the override condition, L._ were told that in certain
cases where aircraft moved into the corridor or out of the corridor, the
machine might change an identification from hostile to friend, or vice
versa. This could be either a good or bad action. It could be a good ac-
tion if, for example, the J made an identification before an aircraft en-
tered a safe-passage corridor and, after the aircraft entered the corridor,
the machine took this information into account. It could be a bad decision
if the machine changed an identification the E made on the basis of an HQ
ID. ZI were told to remember that the machine did not have access to the
results of an HQ ID. Consequently, if they identified a target as a friend
on the basis of an HQ ID and the aircraft left the corridor for whatever
reason, the machine could incorrectly change their identification. When-
ever the machine changed an ID, a message appeared in the message box in-
forming the : of this change. ft could 'click' on this message with the
mouse to hook this target and then again identify the target.

When in the screenIng condition, f were again told that the system
kept track of all the information about all the targets, and that it also
made an initial identification of all aircraft based on: (a) whether and
where it popped-up; (b) whether it was in the corridor or not; (c) whether
its speed and altitude met the corridor parameters if it was in the cor-
ridor; and (d) whether or not it was a Jammer. Again, it was noted that
the system did not have access to messages from headquarters or an HQ ID,
and it could not initiate IFF challenges. On the basis of information it
did have, the system used a blue circle to identify aircraft that clearly
appeared to be friendly: it used a red diamond (or jammer symbol) to iden-
tify aircraft that clearly appeared to be hostile. *Firm identifications"
were targets that had degrees of belief in Shaferian terms (see Section
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If the system were less certain of its identification, it used a
black circle to identify "questionable friends" and a black diamond to
identify "questionable hostiles." By "questionables" we meant there was
not enough information to firmly ID, but the evidence was more in favor of
one type or another (.6 - degree of belief < .8). The color black meant
there was no conflicting evidence. When there was conflicting information,
the system zsed the color purple. A purple circle represented an aircraft
that was a *questionable friend" because of conflictin& information. A
purple diamond (or Jammer symbol) represented an aircraft that was a
"questionable hostile" because of conflicting information. (Note: The
colors black arvd purple were used to suggest the reason why the system
classified different targets as questionable. All statisrtcal analyses of
performance were, however, performed on the entire subset of N-57 ques-
tionable targets because we wanted to know whether the screening condition
improved performance for this class of targets, irrespective of the reason
for the classification.)

As, either because there was not enough information or the informa-
tion was conflicting, the system was unable to identify the aircraft on the
basis of its initial information (i.e., degree of belief < .6), the system
in the screening condition classified the aircraft as an "unknowno (a black
U). Often, however, the system indicated a "highest priority unknown."
This was the target that, in the system's opinion, was the most important
to ID next. The priority rating was based on the amount of uncertainty,
the amount of conflict, and the aircraft's "time to nearest friendly
asset.' This unknown (U) had a purple, solid circle around it. In addi-
tion, its identification number appeared at the top of the message box. Ps
could hook the "highest priority unknown" by either (1) clicking on its
identification number in the message box, which hooked it automatically, or
(2) hooking it just lile any other aircraft. It is important to note that
aircraft could go off the screen classified as "unknown" if the Z failed to
identify them. This is different than in the Phase I study where rl only
had to identify threats. Ccnsequently, in the Phase I study, it was not
possible to ascertain whether an unknown was an airciaft that the k was un-
able (or did not have time) tl' Identify (i.e., a true "unknown*) or ar
aircraft that the E knew wao a friend, but did not bother to identify.
Aircraft had to be explicitly identified by ft (with or without the system)
in all conditions in -xpiriment 1.

Finally the screening condition had all of the other capabilitios
available in the override condition.

3.4.1.4 S1ularlon. The basic components of the air defense simula-
tion from tha participants' perspective are described in considerable
detail in Section 3.2 of the report; consequently, only thote aspects that
affected the ability to analyze perforwanca uwder vArieus experimental con-
ditions are discuszed here. Specifically, a 200-target simulation was
developed for subsequent test and analysis. Tventy-five targets preceded
these 200 targets under all conditions as a means of getting participants
actively involved in the air defense task before any targets for who* par-
ticipants' performance would be analyzed appeared on the screen. All 200
(perfor•ance) targets left the screen before the simulation ended in all
conditions. The number of !targets following the 200 (performance) targets
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dependel, however, on the workload condition because targets came on the
screen faster in the high-workload condition, and yet. each target still
took the same amount of time to traverse its path across the radar screen.

The 200 (performance) targets, hereafter referred to as the
"performance simulation,* were constructed of three sets (or classes) of
targets on the basis of the data available to the system in the completely
automated condition, that is, prior to IFF challenges. HQ ID requests, or
messages. The three sets of targets directly match the three identifica-
tion categories in the screening condition: "firm identification, (d&gree
of belief a .80), "questionables" (.6 5 degree of belief < .8 regardless of
conflict), and *unknowns' (degree of belief < .6). In particular, there
were 85 "firm identificationm targets, 57 Oquestionablew targets and 56
"unknowns.* In the completely automated condition, the computer correctly
identified 74 (or 87%) of the *firmly identified targets," 36 (or 644) of
the *questionables," and 27 (or 46%) of the "unknowns." The *unknowns" are
most comparable to the test cases in the Phase I experiment, which had a p
- .50 accuracy without the extra cue.

It should be noted here for its implications for future research that
development of the performance simulation was a slow and time-consuming task
composed of four principal activities. The first activity was to divide tar-
gets into the three target sets described above. Two DSC domain experts were
interviewed to obtain degree-of-belief (DB) val-ues indicating the extent to
which each cue level indicated (or pointed to) friend, foe, or don't know.
The domain experts were independently interviewed primarily by one
knowledge engineer (others assisted in the knowledge engineering k s) over
a number of sessions to obtain independent assessments of the bell ._ ,,es.
Meetings were then held with both domain experts to resolve areas of disagree-
ment. The belief values used to construct the performance simulation and used
in the override and screening conditions are shown in Table 3-4.

Table 3-4

Degrve of Belief Values for Individual Cue Levels
(Assuming We Independence)

NG'IE' of 'I*" DEGRE Of SU"I D101RE Of SPORT
c-l ue .0 FRIEND fOR ."TtO - 10 lt K,. _

N o45

AMINO 0..__ _

•atiTtee Ct4X@ i ,,,jo
90 ZO to

ID "ZIL 0 i ja M________

5,4



Then, using the values for the different levels of pop-up, jamming, and
corridor and the Dempster-Shafer algorithm described in Section 3.3 of the
report (as implemented on a spreadsheet), we created the three target types
(firmly identified, questionable, and unknown) described above.

The second principal activity was to determine the values for IFF
challenge and HQ ID for targets with the same levels on the pop-up, jam-
ming, and corridor cues so that the proportion -- friends and hostiles in
the simulation after IFF Challenge and HQ ID would approximate the degrees
of belief for friend and hostile prior to this information. This was im-
portant in an effort to ensure the overall representativeness of the per-
formance simulation to an actual air defense environment, as represented by
the system's degree-of-belief values, and yet create targets with conflict-
ing information for the experiment. For example, according to the
(compromise) degree-of-belief values of the two participating domain ex-
perts and the Demnipter-Shafer algorithm for combining these values into
overall values, a target that, prior to an IFF response on an HQ ID, (a)
pops-up close in the safe-passage corridor, (b) is not jamming, and (c) is
at the correct speed and altitude should, in general, have an ov'erall de-
gree of belief (Friend) - .64, DB (Hostile) - .29, and DB (Don't Know) -
.07.

Table 3-5 shows the table we used to construct the IFF ehallenge
responses and HQ IDs for the 14 targets in the performance simulation so
that 9 of them (i.e., 64%) were actually friends an, the degrees of belief
pointed to the corr-ct action.

Tal le 3-5

The IFF Challenge and HQ ID Responses Constructed
for One Type of Target

IFF 1 - O ( DB AD8 MOUNT OF # (T # OF
VAR IAT ION POP-UP JAMMING CORRIDOR CHALLENGE 10 (FR) (FOE) (7M CNLC FRW FOEI

START iYjES.CLOSE.J AO YES, CORRECT NO NO .6 .29 07 .72 9 5I _ _ _ __ - -- -- - - ,-i

#1 1 RESPONSE FRN 1.00 0 0 i .80 1
e2 RESPONSE UNK .9 .01 0 .80 * 1¶ 0
3" " _" RESPONSE FOE .91 109' 0 98 0

RESP NO FRN .94 .05 .01 .91 I 5 0
RESPONSE ,

S. . ,, NO !i#5RESPONSE UNK .45 :.501 .05 .82 2 2

RESPONSE F .07 .92t .01 .89 I 0 3

Table 3.6 shows the cue diagnosticities--i.e., normalized likelihood
ratios--for individual cue levels based on the entire 200 target perfor-
mance simulation. ComparLzg Table 3-4 with Table 3-6 shows good com-
parisons it. some cases (e.g., IFF response, out of corridor, heading Wn
corridor whon speed and altitude correct, etc.), but only moderate com-
parisons (at best) in other cases (e.g., HQ ID Hostile and Jamming).
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* Consequently, we concluded that we were only reasonably successful at main-
taining the representativeness of the air defense environment. For t1's
reason, participants were given qualitative information about the diagnos-
ticity of individual cue levels while being trained to perform their basic
job on the system regardless of the human-machine interface condition.

Table 3-6

Diagnosticity Values for Individual Cue Levels
(Based on all Targets in Performance Simulation)

DIAGNOSTICITY DIAGNOSTICITY
CUE SON "FRIEND" FOR "HOSTILE"

IFF RESPONSE 1.00 0
NO RESPONSE 0 .84

JAMMIN YES .23 .77
NO .59 .31
NO .65 .35

P-UP CLOSE .43 .57
FEBA .36 .64

UT OF CORRIDO .13 .87
SPEED AND .92 oa
ALTITUDE CORRECT

HEADING IN SPEED OR .76 .24
_.,R!DoP ALTITUDE WRONG

SPEED AND .13 .87
_ _ _ ALTITUDE WRONG

FRIEND 1.00 0
HQ ID HOSTILE .21 .79

__ UNKNOWN .24 .66

The third principal activity involved in developing the simulation
was to create messages so that 28 of the 58 "unknown" targets and 28 of the
57 "questionable" targets could be perfectly identified without IFF chal-

lenges or requusts for HQ ID. This was accomplished by having the messages
focus on groups of targets that were in the safe-passage corridor, but that
had particular values for pop-up, speed, and altitude. This action was
taken in an attempt to make participants have a reason for using this in-
formation and not simply perform the identification task solely on the
basis of visual information (i.e.. being out of the corridor and/or jam-
ming) or HQ ID avd IFF challenges.

The fourth principal activity was developing the file of instructions
for telling each target where to appear on the screen and how to traverse
its path across it. A file of information, referred to as the waster file,
was created. The master file contained a target identification number, the
target's cue value for IFF, HQ ID, Pop-Up, Jamming, and Corridor, and the
target's true identification. The master file also contained the target
type (fighter, bomber or helicopter), the initial location of the target in
terms of distance from self and azimuth, the initial heading of the target
in degrees north, and speed. No target was permitted to head in an upward
direction, that is, all targets had an initial heading randomly chosen to
be between 135 and 225 degrees. Generally, targets that did not pop-up
were initially located beyond the FEBA and targets that popped-up close
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were initially located between the FEBA and the second inner ring. Targets
that popped-up near the FEBA and had corridor values of in, one out, or two
out initially appeared in the top part of either of the two corridors.
Targets that popped-up close and had corridor values of in, one out, or two
out initially appeared in the second part of either of the safe-passage
corridors. Targets that were not pop-ups but had corridor values of in,
one out, or two out were initially located beyond the FEBA and moved into
one of the two corridors. Targets were randomly assigned their charac-
teristics based on the following guidelines.

Guidelines for "one out" targets that pop-up.
Altitude: 2000-3000
Speed: Bomber: 700-1000

Fighter: 700-1500

Guidelines for "two out" targets that pop-up.
Altitude: 100-2000
Speed: Bomber: 700-1000

Fighter: 700-1500

Guidelines for "in" corridor targets that pop-up.
Altitude: 2000-3000
Speed: Bomber: 400-500

Fighter: 600-699
Helicopter: 150-220

Cuidelines for "one out" targets that do not pop-up.
Target may have either an invalid speed or an invalid altitude.

Invalid Speed
Altitude: 2000-10000
Speed: Bomber: 700-1000

Fighter: 700-1500
Invalid Altitude

Altitude: 100-2000
Speed: Bomber: 400.500

Fighter: 600-699
Helicopter: 150-220

Guidelines for targets "in" the corridor that do not pop-up.
Altitude: 2000-10000
Speed: Bomber: 400-699

Fighter: 600-699
Helicopter: 150-220

Guidelines for targets that pop-up close and are "out" of the cor-
ridor.

Pop-Up in the Closest Friendly Half.
Altitude: 300-3000
Speed: Bomber: 400-500

Fighter: 400-5W0
Helicopter: 150-221
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Guidelines for targets that pop-up near the FEBA and are "out" of the
corridor.

Pop-up Near the FEBA.
Altitude: 300-3000
Speed: Bomber: 400-500

Fighter: 600-700
Helicopter: 150-220

The exceptions to these general guidelinea were the test cases with
messages. These targets were assigned random values for speed and altitude
within a small range so that they could be identified based on the speed
and altitude values appearing in the message. The initial location of each
target was checked to ensure that its appearance on the screen was consis-
tent with the targets assigned cue values. Targets were reassigned initial
locations and/or speeds if, given their current characteristics, they could
not travel off the scope within ten time steps.

The information in the master file was then used as input into a com-
puter program that determined each targer's path across the radar scope.
For each sweep of the radar scope, the program produced a new location for
each target based on its current heading and speed. The program also
determined if the current cue values changed based on the target's new
location. For example, the program determined which direction a "no pop-
up" target with corridor value cf in, one out, or two out would have head
in order to move into the closest corridor. (This target would initially
appear beyond the FEBA and would move into a corridor.) At each sweep of
the radar scope, the program ensured that targets supposed to be in the
corridor were indeed in the corridor and ensured that the target continued
to trace the corridor, once in it. The program produced an output file
containing each target's location at each of the ten sweeps of the radar
scope. Every target in the simulation traveled off the radar scope by the
tenth time step. The file also contained each target's current cue value
at each time step, and the issociated belief function with and without an
IFF Challenge, because we did not know when or if a participant would per-
form an IFF Challenge on a target. All this information was stored in the
target file. The air defense experiment program then read in the informa-
tion concerning location, cue values, and belief functions to assess the
target's identification and move each target across the radar scope.

The targets were displayed to the user in the order depicted in one
of six order files. The three order files for the high-workload conditions
contained 355 total targets: 25 were leading targets; 200 made up the per-
formance simulation; and the rest were trailing targets. The number of
trailing targets for the high-workload condition targets ensured that all
200 performance targets traveled off the radar scope before the simulation
ended. The three low-workload order files contained 265 tArgets: 25 were
leading targets; 200 made up the performance simulation; and the rest were
trailing targets. Again, the number of trailing targets for the low-
workload conditioa ensured that all 200 performance targets had left the
radar scope before the simulation ended. The order of the leading targets,
performance zargets, and trailing targets was randomly determined for each
nf rI'. ei files. Then the six "order filesa were randomized a& part of
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the experimental design, and the experimenters were provided with instruc-
tions as to the particular order file to use.

3.4.1.5 Procedures. Each of the fourteen participants took an en-
tire work-day (approximately 8 hours not including a one-hour lunch break)
to perform the air defense task for each of the six cells in the 2 Workload
x 3 Human-Machine Interface design. Most of the time, two participants
participated each day the experiment was conducted at the ARI Field Unit's
offices at Fort Bliss. The participants were separated by partitions, and
they worked independently on identical testbed systems. There were two ex-
perimenters, one for each participant.

The experimenters were graduate students in the Department of
Psychology at New Mexico State University. Both experimenters had ex-
perience conductf.ng experiments, and both had some experience with com-
puters. The experimenters were blind to the hypotheses guiding the experi-
ments. The experimenters were trained in using the testbed and conducting
the experiment by two DSC team members: a domain expert (Major, U.S. Army
Reserve) and a Ph.D. psychologist. The experimenters were trained the day
before the experiment began; DSC personnel remained for 1 1/2 additional
days (i.e., after the experiment began) to help ensure that the experiment
was being conducted as designed.

The session with each participant began with them reading the "your
job" description in Appendix A which described the basic air defense task
as represented in the testbed and described in Section 3.2 of this report.
After they had completed reading the description, the experimenter dis-
cussed it with them to make sure they understood it, particularly the dif-
ferences between the testbed and an actual air defense system.

The order in which the participants were tested on the different con-
ditions of the experiment was counterbalanced as shown in Table 3-7. As
can be seen, participants worked the high- and low-workload conditions for
a level of the Perscn-Machine Interface factor before moving on to another
interface level. The project team made this decisiott as a result of pilot
testing in order to facilitate the training of each interface condition.
After all participants said that they fully understood the "your Jobm

description, they were given a written description of their first interface
condition. After the participant finished reading the description, the ex-
perimenter working with the participant would call-up a training run of the
interface condition and demonstrate the key points of the description.
Then, the participants had an opportunity to work with the interface condi-
tion until they said they felt comfortable with it. The first familiariza-
tion stssion took approximately 30 minutes because the participants had to
take time familiarizing themselves with the characteristics of the testbed.
particularly using the mouse for all interaction with the system. Subse-
quent familiarization sessions for the other two interface conditions took
approximately 15 minutes.

After each familiarization session, participants had a practice sas-
sion simulating an actual test session. Targets appeared on the screen
every 8 seconds, thereby representing a workload level halfway between the
actual high-and low-workload conditions. Participants were urged to per-
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form as well as they could, but not to hesitate in asking the experimenter
questions about the system's capabilities. The experimenters observed par-
ticipants' performance during the practice session, pointing out only
aspects of the written system descriptions that the participants seemed not
to be considering when performing the air defense task. The practice ses-
sion for all three interface conditions took approximately one-half hour.

Table 3-7

Experiment 1: The Order of Experimental Conditions
Used for Counterbalancing

Session (in Time Order)
Participant* 1 2 3 4 5 6

13 MWi ML2 OL3 OH2 SH3 SLl
14 OH1 OL2 SL3 SH2 MH3 MLl

9** SH1 SL2 ML3 MH2 OH3 OLl
4 ML2 MH3 OH1 OL3 SLI SH2
5 OL2 OH3 SHI SL3 MLl MH2

12 SL2 SH3 MHl ML3 OLl OH2
10 SH3 SLl OL2 OH1 MH2 ML3
11 OH3 OLI ML2 MH1( SH2 SL3

6 113 MLI SL2 SHI OH2 OL3
15 SL3 SH2 OH1 OL2 ML1 MH3
7 OL3 OH2 MHIl ML2 SLI SH3
8 ML3 MH2 SHI SL2 OLI OH3
1 MH2 MLI OL3 OH1 SH3 SL2
2 OL2 OH1 SH3 SLI ML3 MH2
3 SH2 SLI ML3 MHIl OH3 OL2

M - Manual L - Low Workload
0 - Override H - High Workload
S - Screening 1,2,3 - Target Orderings

*Participants were matched randomly with rows of the table.
**Due to an error, data for Participant 9 were lost.

After answering any questions, 1:he experimenter would then start the
designated test condition. (*Training to criterion" was preferred but
abandoned prior to the experiment because the project team was uncertain as
to whether it could be implemented in a manner ensuring that every par-
ticipant completed all six cells of the design within the eight-hour time
limit.) After completing the test conditlon, the participant filled out a
questionnaire asking the participant to evaluate his/her performance, the
workload level, and the degree to which s/he liked working with the system.
After coupleting the questionnaire, the experimenter started the second
test case with the interface condition, but now with the other workload
level. The sequence of read system description, familiarization session.
practice session, first interface test condition, questionnaire, second
test condition, and qmestionnaire" was used "'r all three interface
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conditions. Appendix B contains the "system desription" for all th.... in-
terface conditions.

3.4.1.6 Dependent Measures. There were three sets of dependent
measures in the experiment: (1) objective performance measures; (2) objec-
tive workload measures; and (3) subjective performance, workload, and
preference measures. The measurement of participants' performance was
straightforward because the true identity of each target was known.
Moreover, given the manner in which the 200-target simulation was con-
structed, it was possible to examine performance for different groups of
targets. Specifically, performance for the different experimental condi-
tions was examined for: (a) the entire 200-target simulation; (b) the 85
targets with a degree of belief a .80; (c) the 57 targets with a degree of
belief between .60 and .80; and (d) the 58 targets with a degree of belief
below .60 before participants collected additional information via 1FF, HQ
ID, or messages. Groups (b), (c), and (d) represent, respectively, the
"firmly identified," "questionably identified," and (d) "unknowns" clas-
sifications used in the "screening* interface. Group (d) is most com-
parable to the "p-.5 without the extra cue" targets analyzed in detail in
Phase I.

Two objective workload measures depended on the secondary task per-
formed by the participants. The first objective workload measure was the
participants' response time to the "response light." The second measure
was their response accuracy; participants were told to press the middle
button of the mouse when the light was red and the right-hand button of the
mouse when the light was green.

Two questionnaires were used to obtain participants' subjective per-
formance, workload, and preference measures. One questionnaire was given
after the completion of each of the six test cases (i.e., one for each con-
dition in the design) and asked participants to rate (on a 9-point scale)
their performance, the level of workload, and the degree to which they
liked working with the system. The second questionnaire was given a-, the
end of the experimental session, immediately after the participants com-
pleted the questionnaire after the sixth teit case. Again. participants
were asked to rate on a 9-point scale how well they think they performed
with each of the three systems, how hard they worked to perform Lne
aircraft identification task with each system, and how much they liked
working with each system. In addition, each participant rated how much
each cue affected his/her ability to get correct identifications so that we
would have a subjective measure of what information the participants con-
sidered useful. The cues were HQ ID, IFF, pop-up, corridor, speed, al-
titude, distance, heading, jammer, and messages. Copies of both question-
naires can be found in Appendix C.

3.4.2 Rsl. This section of the report presents the results, in
turn, for each of the three sets of dependent measures.

5.4.2.1 Performance. The performance results are organized accord-
ing to the target's degree of belief (in Shaferian terms) before par-
ticipants collected additional information via IFF. HQ ID. or messages. In
particuiar, Table 3-8 presents the mean percent correcto for each human-
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machine interface factor for each of the two workload levels, for the N-58
targets that had a degree of belief (in Shaferian terms) below .60 (on a
1.0 scale) before participants collected additional information.

Table 3-8

Experiment 1: The "Mean Percent Correct" for N-58 Targets
with Initial Degree of Belief Below .60

Workload Factor
Low High

Human-Machine Manual 69.8 24.5 47.2
Interface Override 72.2 53.2 62.7
Factor Screening 75.5 47.0 61.3

X - 72.5 41.6 57.1

These data are most comparable to the "p-.5 without the extra cue" data
analyzed in detail in Phase I. The principal points to make on the basis
of repeated measures, ANOVA and paired comparisons, are as follows:

1. In contrast with Phase I we obtained a significant Main Effect
for the human-machine interface factor due to significantly
better performance in override and screening than in the manual
condition [x 47.2 X -62.7, XS-61. 3 , SSH-.402, SSE-. 3 51,
F(2,26)-l4.8;r4, p<.oO01], ,

2. As in Phase I, we obtained a significant Main Effect for
workload [XL- 72 .5, X -41 6 SS -5.972, SSE-. 385,
F(l,13)-201.576, p<.O01] In contrast to Phase I, this dif-
ference was significant for each interface condition.

3. And, as in Phase I, we obtained a significant interaction.
This !as primarily due to extremely low performance in the
manual-high workload condition (X-24.5). As in Phase I. we
found no significant differences between the three conditions
under low workload. In contrast to Phase I, however, we found
no significant difference in performance in the override and
screening conditions under high workload. Both conditions were
s gnlfican!li better than the manual-high workload condition
;Lg |i'24-5, XO.H-53.-2, SS -1.123, SSE1-.058, F(1,13)-251.239,
p<,Oo1; 2 -. 5. 0 ,o. SSH-. 6$8, SS7-.235.
F(1,13)-36:pU94. 0.084. And, in contrast to Phase 1, both
conditions under high workload resulted in significantly worse
performance than that achieved in the manual-low workload con-
dition [(M :-69.8, Xu -53.2, SSu-. 387. SSE-.521.
F(113)-9.Al, P,-0.0 XM" L-69.87 KS .- 47.-SS11-.727. SSE:-.645.

F(1.13)-14.639. p-. 00 2 1.'

Tables 3-9 and 3-10 present the "mean percent correct" for the (a)
N-5? targets with an initial degree of belief between .6 and .8. and (b)
the total NZ-115 targets with an initial degree of belief below .8. respec-
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tively. All the results presented above for the ANOVAs and paired com-
parisons replicated those for the N-58 targets with an initial degree of
belief : .60 with two exceptions. Specifically, the manual-low workload
condition was (a) not significantly higher than that for the override or
screening interfaces under high workload for the N-57 targets with degrees
of belief between .6 and .8, and (b) not significantly higher than
override-high workload condition, but significantly higher than the
screening-high workload condition [XM H-7 0 . 8 ' XS H- 57 . 2 ' SS - 259 S5 .43,
F(1,13)-7.833, p-.015] for the N-115 targets wiifi an initial degree
belief < .80.

Table 3-9

Experiment 1: The "Mean Percent Correct" for N-57 Targets
with Initial Degree of Belief Between .6 and .8

Workload Factor
Low Hih X

Human-Machine Manual 71.8 36.7 54.25
Interface Override 77.7 69.3 73.50
Factor Screenin& 77.7 67.5 72.6

-X - 75.7 57.8 66.78

Table 3-10

Experiment 1:. The "Mean Percent Correct" for N-115 Targets
with Initial Degree of Belief Below .80

Workload Factor
Low "ih _ X

Human-Machine Manual 70.8 30.7 50.75
Interface Override 74.9 61.2 68.05
Factor Screeninp_ 76.6 57.2 66.90

X - 74.1 49.7 6>.90

As indicated in Section 3.4.1.4. 28 of the 58 "unknown" targets and
28 of the 57 "questionable' targets could be perfectly identified without
IFF challeng-s or requests for HQ ID. This was accomplished by having the
messages focus on groups of targets that were in the safe-passage corridor,
but that had particular values for pop-up, speed. and altitude. This ac-
tion was taken in an attempt to make participants have a reason for using
this information and not simply perform the identification task solely on
the basis of visual information (i.e., being out of the corridor and/or
jaming) or HQ ID and IFF challenges.

Table 3-11 presents the "mean percent correct" for the N-56 targets
that could be perfectly identified frog messages without IFF challenges or
requests for HQ ID. Statistical tests for this subset of targets repli-
cated the results presented above for the N-58 targets with an initial de-

igee ou belief < .6.
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Table 3-11

Experiment 1: The "Mean Percent Correct" for "Message Targets"

Workload Factor
Low High X

Human-Machine Manual 70.1 33.4 51.75
Interface Override 73.4 58.9 66.15
Factor Screening 75.5 55.7 65.60

XX 73.0 49.33 61.17

Tables 3-12 and 3-13 present the "mean percent correct" for (a) the
N-85 targets with an initial degree of belief Ž .80, and the (b) entire
N-200 target simulation, respectively.

Table 3-12

Experiment 1: The "Mean Percent Correct" for N-85 Targets
with Initial Degree of Belief Ž .80

Workload Factor
Low High

Human-Machine Manual 85.0 36.1 60.55
Interface Override 93.2 88.8 91.00
Factor Screening 90.2 87.1 88.65

X - 89.5 70.7 80.07

Table 3-13

Experiment 1: The "Mean Percent Correct" for the Entire 200-

Target Simulation

Workload Factor

Low Hiih X
Human-Machine Manual 76.8 33.0 54.90
Interface Override 82.7 72.9 77.80
"Factor Screeninp 82.4 69.9 76.15

X_- 80.63 58.6 69.62

Again. we obtained a significant main effect for workload, with low
workload resulting in better performance than high vorkload for each of the
three human-machine interface conditions. Again. we obtained a significant
main effect for human-machine interface conditions, with override and
screening both resulting in significantly higher performance than the
manual condition for both analyses. And. we also obtained the previous
significant workload x interface interactions. Again. we found that both
the override and screening conditions resulted in significanLly higher per-
formance than the manual condition in only the high-workload condition. In

z.. ever. in contrast to the previous analyses. we aiso found that
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the override condition resulted in significantly higher performance than
the screening condition under high workload for both the N-85 target set
(XOH-88.8, Xs -87 1 SSH-.00 4 SSr-.007, F(1,13)-7.937, p-.0151 and for
the'entire N-26U target simulation [XO,-72.9, XS H-69.9, SSH"m013
SS - 025, F(1,13)-6.61, p-.023 ). In b6th cases, fiowever, the performance
achieved in the override and screening conditions under high workload were
not significantly different than that achieved in the manual condition un-
der low workload.

Table 3-14 presents the percentage of targets correctly identified by
a totally automated system using only the initially available information
for different classes of targets. Examination of Tables 3-8 through 3-14
and repeated-measures, multivariate tests using the totally automated
system's "percent correct' score as the null hypothesis showed two prin-
cipal findings. First, using the manual interface, participants were able
to perform as well and, more often than not, better than a totally
automated system under low workload. However, they performed significantly
worse than a totally automated system under high workload for all com-
parisons. Second, using either the override or screening interface, par-
ticipants performed significantly better than the totally automated system
for all comparisons under low workload. They performed as well as the to-
tally automated system under high workload. The override interface also
resulted in significantly better performance than the totally automated
system using only the initially available information for all comparisons
under high workload. However, under high workload, the screening condition
significantly outperformed only the totally automated system for targets
with an initial degree of belief between .6 and .8. The latter results are
in sharp contrast to those obtained in the Phase I experiment. They sug-
gest that the participants were not able to effectively utilize additional
information in the high-workload condition when using the initial implemen-
tation of the screening interface for a highly representative air defense
34;ualdcio.

Table 3-14

Percent Correct for a Totally Automated System (i.e..
with Initial Data Only) for Different Classes of Targets

Initial Degree of Belief < .6 - 46.55
.6 < Initial Degree of Belief < .8 - 64.28
Initial Degree of Belief Ž .8 - 87.33
Entire 200-Target Simulation - 69.00

3.4.2.2 Vorkload. TWo objective workload ieasures vere developed
tied to the secondary task performed by the participants. The results for
each measure are presented, in turn.

The first objective measure was the participants' response time to
the response light. Although ,KOVAs found no significant main effects or
interactions, planined comparison tests did find that participants took sig-
nificantly longer, on the average, to respond to the light using the over-
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ride interface when in the low- than high-workload condition (Xo,L- 12 56 .7,
XOH-1187.7, SSH-66 6 54, SSE-65426, F(1,13)-13.24, p-.003].

The second objective workload measure was the accuracy of the par-
ticipants' mean responses. ANOVAs and paired comparisons found no sig-
nificant differences in the mean response accuracies for the different con-
ditions.

3.4.2.3 Subjective Measures. Two questionnaires were used to obtain
participants' subjective performance, workload, and preference measures.
The results for each questionnaire are considered, in turn.

The first questionnaire was given immediately after the completion of
each condition in the design. Participants were asked to rate, on a
9-point scale, their performance, the level of workload, and the degree to
which they liked working with the system. Table 3-15 presents the mean
responses for subjective performance, workload, and preference for each of
the six conditions in the design. Higher values represent better scores on
all three subjective measures.

Table 3-15

Experiment 1: Mean Subjective Performance, Workload,
and Preference (First Questionnaire)

(a) Subjective Performance
Workload Factor

.Low Hih X
Human-Machine Manual 5.67 3.73 4.70
Interface Override 6.53 6.47 6.50
Factor Screening 1 6.60 6.33 6.47

X - 6.27 5.51 5.89

(b) Subjeccive Workload
Workload Factor________ Low Rio_ _ __

Human-Machine Manual 5.33 3 4 .4
Interface Override 5.40 4,73 5.07
Factor Screening- 5.93 4.93 5.13

X 5.55 4.38 4.97

(c) Subjective Preference
Vorkload Factor

Low 11i~bk
iRuan-Machine Manual 5.87 4.67 5.27
Interface Override 5.93 5.60 5.77
Factor Screeni n 6.00 5.73 5.87

X - 5.93 5.33 5.63

A repeated-measures A.OVA on the subjective performance ratings
rerfreared the significant main effects and interface x workload interac-
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tion obtained for the objective performance. Specifically, on the average,
participants thought they did worse in the high- than low-workload condi-
tion (XL- 6 . 27 , XH- 5 . 5 1, SSH-38. 5 3, SSE-.115.47, F(1,14)-4.672, p-.0 4 8], and
with the manual than override or screening interfaces [X._7;r, X6.5,
XS-6.47, SSH- 6 3 . 6 2 , SS -108.71, F(2,28)-8.193, p-.002]. In particular,
participants thought they performed extremely poorly in the manual-high
workload condition, as, in fact, was the case. HuIever, participants also
thought they performed significantly worse with the manual interface under
the low-workload condition than with the override and screening interfaces
undfr either low or high workload; this was, in fa,t, not the case.

An ANOVA on the subjective workload ratings rh.ws that participants
thought it was easier to perform the task under the low-workload condition
[X -5. 5 5, H-4.38, SSH-93.63, SSE-11 7 . 8 7 , F(1,14)-11.12, p-.005). The main
effect for interface was not significant; however, the interface X workload
interaction was significant [SSH-5.76, SSE-22.24, F(2,28)-3. 622 , p-.041,
because of the great difficulty the participants perceived in the manual-
low workload condition.

The subjective workload results contrast sharply with the objective
workload results. This could be due to expected differences between objec-
tive and subjective workload measures. However, it might also be the
result of our secondary task being perceived as part of the primary task by
our participants because they gained or lost points on the basis of their
performance in acknowledging orders fzom higher headquarters.

An ANOVA also was performed on the participants' preference racings.
The only significant effect was a main effect for workload; participants
prefe red working in the low- than high-workload condition [XL-5. 9 3 ,
X -5.63. SSH-30.0, SSE-7 5 .0, F(1,14)-5.6, p-.0 3 3 1. Paired comparisons
showud that participants preferred working in each of the five other condi-
tions significantly more than they preferred working in the manual-low
workload condition.

The second questionnaire was given at the end of the experimental
session, immediately after the participants tompleted the luestionnaire
after the sixth test case. Again, participants were asked to rate on a
9-point scale how well they think they performed with each of the three
systems, how hard they worked to perform the aircraft-identification task
with each system, and how much they liked working with each system. ANOVAs
found no significant differences in the mean values for the three systems
for the subjective performance workload, or preference ratings. This
result, when taken in conjunction with the tesutvs for the first question-
naire, demonstrates the importance of the workload faccor in participants'
subjective opinion of the systems.

The second questionnaire also asked participarts to rate how cuch
each cu, affected their ability to obtain correct identification, thus
providing a subjective measure of cue utility. The aean cue utility
measures are shown in Table 3-16.
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Table 3-16

Mean Utility Rating for the Target Identification Cues

IFF - 8.14 1 Cluster 1
HQ ID - 7.39 J

Corridor -6.75
Speed - 5.89
Altitude - 5.75 Cluster 2
Messages - 5.57
Jamming - 5.07

Pop-Up - 4.36 ]
Distance - 3.35 Cluster 3
Heading - 3.35 J

Paired comparison tests suggest that the cues can be grouped into roughly
three clusters. Specifically, the first cluster would include IFF and HQ
ID. The mean values for these two cues were not significantly different,
yet they were both significantly higher than all other cues at the p<.05
level. The second cluster would include corridor, speed, altittude, mes-
sages, and Jamming. The mean values for these cues were not significantly
differenL, although the comparisons for corridor versus speed, altitude,
and messages approached significance (i.e.. <.10). The third cluster com-
prises pop-up, distance and heading. In almost all cases, the mean values
for the cues in the second cluster were significantly higher than the mean
values for the cues in the third cluster.

3.4.3 D. In total, the conditions in the first experiment
supported the hypotheses in most, but not all, cases. Specificilly, as in
Phase I. we obtained a significant main effect for workload. For all
classes of targets, participants' mean performance was better in tht low-
than high-workload condition. And for all classes of targets, we obtained
a significant main effect for the human-machine interface factor due to
significantly batter mean performance with override and screening than
manual. And, as in Phase I. we obtained a significant interaction due
primarily to the extremely low performance in the sanual-high vorkload con-
dition. However, in sharp contrast ro Phase I when screening was used in
the high-workload condition, participants were unable to maintain the level
of performance they achieved under the low-workload condition. Par-
ticipants had higher aan performance scores in the ov-erride-high workload
condition than in the screening-high workload condition for all groupings
of targets on the basis of the initial degree-of-belief values. as well as
for the entire 200-target simulation. For the N-85 ta,.gets vith degree of
belief > .80, the mean values for override ("-6.8) and screening
(K -87.1) under high workload were extremely similar, but significantly
diiferent because of the extremely smell error variance (s=s of squares
for error tern equaled .007). In contrast, we think the significantly
higher mean value for overide (72.9) versus screening (69.9) in the high-
workload condition for the 200-target test case was more a function of
(large) sanple size than (small) error variance.

68



It is important to note here that the two DSC team members who
trained the experimenters at the beginning of the first experiment raised
the possibility with the project team that there might be no difference be-
twqen override and screeninig in high workload because they observed that a
small percentage of the targets sere leaving the screen as "unknown" in the
screening condition. We think this occurred because the task in the Fort
Bliss experiment was more difficult than the Phase I task, and in the
screening condition, there was a higher proportion of "unknowns" in the
Fort Bliss than Phase I simulation. Consequently, the screening condition
in the second experiment was modified so that no targets left the scroen as
"unknown;" if the partiripant did not have time to identify the target, the
computer classified it as Friend v.- Hostile, depending on which hypothesis
had the highest degree of belief, just ar In the override condition. This
is obviously a reasonable thing to do fox generalizing to a real combat
system. More importantly, it permits a better test of the valus. of over-
ride versus screening in facilitating participants' information processing
and, in turn, performance under high-workload conditions.

We now turn to discuss the second Fort Bliss experiment. In addition
to the modified screening interface, the second experiment tested the
utility of an allocation (i.e., ru3.e-crea:An) capability under the high-
workload condition.

3.5 Experiment 2

This section of the report describes the method and results of the
second experiment conducted at Fort Bliss, Texas.

3.5.1 Method. The method section for Experiment 2 is composed of
the following subsections: the experimental design, the participants, how
the factors in the design were operationalized, a descriptiou of the air
defense simulation, the procedures used when conducting the experiment, and
the dependent measures used to assess the effects of the different inter-
face conditions. Each subsection is considered, in turn.

3.5.1.1. Experimental Design. The second experiment was a within-
subject, repeated-measures design with the following five conditions, all
under hign-workload only: completely manual with allocation, override
without allocation, override with allocation, screening without allocation,
and screening with allocation. A completely automated condition whrre the
system performed the target identification task without access to IFF, HQ
ID, or message data served as the baseline condition-

3.5.1.2 Participants. Fourteen U.S. Army air defense operators par-
ticipated in the experiment between 2 June - 19 June 1987. All par-
ticipantb were either first or second lieutenants who had completed the
Basic Course and who had some experience with eithet the PATRIOT or IAWK
air defense system. None of the participants had participated in Experi-
ment 1.

3.5.1.3 Operationalizing Design Factors. High workload was again
oDerationalized by having a target appear on the screen every 4 seconds, as
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in Experiment 1. This resulted in a total of 355 targets being displayed
on the screen during the course of the session. As in Experiment 1, the
200 performance targets were sandwiched between 25 leading targets to get
participants fully engaged in the task and 130 trailing targets that en-
sured that all performance targets had left the display before the simula-
tion ended. The same three differently ordered files of the targets that
were used in Experiment 1 to minimize the effects of memory on performance
were also used in Experiment 2.

Except for one relatively minor change, the override:no allocation
condition was the same as !.-at used ii Experiment 1. The system made an
initial identification for all incoming targets (black circles for friends
and black diamonds for foes) on the basis of (a) whether and where it
popped up; (b) whether the target was in the corridor or not; (c) whether
its speed and altitude met the corridor parameters if it was in the cor-
ridor; and (d) whether or not the target was a Jammer. Participants could
override (or change) the target identification on the basis of available
and newly collected information, that is, IFF responses, HQ identifica-
tions, and messages. Again, responses to an IFF challenge went directly
into the system to maintain represen- .veness with tU actual air defense
domain; consequently, it also was possible for the system to change its
identification on the basis on this new information. The one change was
that the system no longer changed an aircraft identification made by the
participant if the aircraft subsequently moved into or out of the corridor.
While this "change in identification" happened seldom in Experiment 1
(e.g., :5 times per session, on the average), participants found it par-
ticularly disconcerting when the system changed an identification that the
subject made on the basis of "1HQ ID" information, which the system did not
havw,

The screening:no allocation condition was basically the same as that
used in Experiment 1. When, on the basis of the initially available infor-
mation (which was the same information initially available in the override
condition), the target had a degree of belief >.80, the target identified
the target as "firmly identified; foes were red diamonds and friends were
blue circles. When the target had an initial degree of belief between .60
and .80, the system classified the target as either a "questionable friend"
(circle) or a "questionable foe" (diamond), and indicated whether this was
due to uncertainty, by using the color black, or conflict, by using the
color purple. If the system was unable to identify the target because of
either uncertainty or conflict (i.e., degree of belief <.60), the system
classified the target as unknown (a black circle). The "highest priority
unknown" was identified by a purple, solid circle, around it.

There were, however, two changes in the screening condition in Ex-
periment 2. First, the screening condition in the second experiment was
modified so that no targets left the screen as "unknown;" if the E did not
have time to identify the target, the computer classLfied it as friend or
foe depending on which hypothesis had the highest degree of belief, just as
in the override condition. And, second, as in the override condition, the
system no longer changed an identification made by the participant.
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In the manual:allocation condition, the participants were still
responsible for identifying all targets, but now they could "allocate" some
of the decision making to the system by creating rules that the system
could use to identify incoming aircraft. For example, participants (2s)
could tell the system to identify all jammers as hostile, and the system
would do so automatically. Or, for example, PJ could tell the system to
automatically identify all aircraft in a safe-passage corridor with the
correct speed and altitude as friends, and so forth.

The allocation capability worked the same in the manual:allocation,
override:allocation, and screening:allocation conditions. Before beginning
an attack phase, the Zs had the opportunity to create identification rules.
The system started off with the display shown in Figure 3-4. Table 3-17
identifies the options for each button in the rule-cveation component of
the system. For example, the POPUP button had four options: No, Close,
Feba, and Yes. The CORR button had five options: In, One-Out, Two-Out,
Out, and N/A. Let us assume, for example, that the £ wanted to say that
all jammers were to be identified as hostile. The E would move the mouse
to the JAMM button and click the left mouse button. When YES came up. in-
dicatin, that the E was referring to Jammers, the k would then go over to
the RESULT column in the far left-hand corner of the display and click-on
"Hostile," implying that the F wanted all Jammers to be identified as hos-
tile. Then, the E would click-on "Save Rule," which is directly belo'• the
"Hostile" button, to save the identification rule. The system now under-
stands that all jammers are to be identified automatically as hostile.

If El now clicked on RULES at the top of the display, making sure to
hold down the mouse button, they would see that a rule called R6(H) had
been created. At any time, the EP could move the mouse over R6(H) and lift
their finger off the mouse button. The values of the R6(H) identification
rule would then appear on the screen; that is, "Jammers are hostile." If
Ps wanted to erase this rule, they need to click-on "Clear Rule" directly
below "Save Rule." As another example, if fj wanted all aircraft doing
everything correct in the corridor to be identified as friend, they would
do the following:

• click-on CORR until it read In;
* click-on Friend; and
* click.on Save Rule.

Before creating a new rule, Ls needed to select a rule number. To do
this, they (1) clicked-on RULES, and (2) while pressing the mouse button,
moved the mouse to an empty rule and released the mouse button. Initially,
rule R6 was selected for the f because the first five spaces for saving
rules in the RULES box were listed under HES3tGE. Message rules were ex-
icuted first by the system because they indicated rules that were created
to identify specific groups of aircraft with the characteristics indicated
in messages. For example, assume P received the message below:

(1) Hostile Group Profile
(1) Popup-No: Corr-TwoOut
(1) Alt-ll,000: Speed-1200
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Figure 3-4. Initial screen display.
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Table 3-17 M,O

Rule Work Sheet

Rule #

(= as: FRIEND
HOSTILE
UNKNOWN

Criteria

NO (Target did not pop up)
CLOSE (Target popped up close to friendly asset)
FEBA (Target popped up near FEBA)
YES (Target popped up close or near FEBA)

IN (Target in corridor, speed and altitude are correct)
ONE OUT (Target in corridor, speed or alttude incorrect)
TWO OUT (Target in corridor, speed and altitude incorrect)
OUT (Target not in corridor)
N/A (Targets have not reached corridor entrance)

POSITIVE (Targets that have been challenged, respond as
FRIEND)

NEGATIVE (Targets that have been challenged, no response)
NO CHAL (Targets that have not been challenged)

UNKNOWN (All unknown targets)

C : 0:1000
(altitude 1000:2000
band, feet) 2000:5000

5000:10000
10000:80000
80000+

SPEED. 0:200
(knots) 200:400

400:600
600:800
800:1000

1000+

SYES (All targets that are jamming)
NO (All targets that are not jamming)

I MIN (All targets within 1 minute from friendly assets)
(Time to 2 MIN (All targets within 2 minutes from friendly assets)
Asset) 3 MIN (All targets within 3 minutes from friendly assets)

3 MIN+ (All targets more than 3 minutes from friendly
assets)
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They could create a rule that identified all these aircraft as hostile by
doing the following:

* select Rule MR1;
* click-on POPUP until it read No;
* click-on CORR until it read TwoOut;
* click-on ALT until it read 10000-80000;
* click-on SPEED until it read 1000+;
* click-on Hostile; and
6 click-on Save Rule.

This rule would be stored as HRl(H) in the Message category under the RULES
menu. It would identify all aircraft as hostile with the above charac-
teristics. P needed to erase or 'clear' this rule from the RULES menu
when this message (i.e., Message 1) disappeared from the message box be-
cause all the hostile aircraft with these (message) characteristics had
left the screen.

ZI could create as many rules as they liked before and during an at-
tack phase. The message rules always were executed first. The other rules
were executed in the order that they were listed. It was emphasized that
this order was important. For example, if Ps wanted all Jammers to be hos-
tile and any other aircraft that were traveling correctly within a corridor
to be friendly, then the rule for jammers had to come befo!.-t the corridor
rule. (Note: Although this sounds complicated, it was readily communi-
cated during training.)

In the manual:allocation condition, any target not covered by a rule
was identified as unknown; a target not covered by a rule in the
override:allocation condition was identified as friend or foe on the basis
of the initial information; and, in the screening condition, identification
was based on the degree of belief (i.e., <.6, between .6 and .8, and •.8)
for the initial information. (The written descrip 'n of these three con-
ditions given to the participants is found in Appendix D of this report.)

3.5.1.4 Simulation. The air defense simulation used in the high-
wor!load condition in Experiment 1 was used in Experiment 2. The simula-
tion is discussed in detail in Section 3.4.1.4 of this report.

3.5.1.5 Procedures. The same basic procedures as those used in Ex-
periment 1 were used in Experiment 2. Each of the fourteen participants
took an entire workday (approximately 8 hours, not including a one-hour
lunch break) to perform the air defense task for each of the five interface
conditions in the design. Most of the time, two participants participated
each day the experiment was conducted at the ARI Field Unit's offices at
Fvrt Bliss. The participants were separated by partItions, and they worked
independently on identical testbed systems. In addition, there were two
experimenters, one for each participant.

The session with the participants began with them reading the "your
job* description in Appendix A which described the basic air defense task
as represented in the testbed and described in Section 3.2 of this report.
After they had completed reading the description, the experimenter dis-
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cussed it with them to make sure they understood it, particularly the dif-
ferences between the testbed and an actual air defense system.

The order with which the participants were run through .he different
conditions of the experiment was counterbalanced as shown in Table 3-18.
After all participants said that they fully understood the "your job"
description, they were given a written description of their first interface
condition. After the participant finished reading the description, the ex-
perimenter working with the participant would call-up a training rule of
the interface condition and demonstrate the key points of the description.
Then, the participants had an opportunity to work with the interface condi-
tion until they said they felt comfortable with it. The first familiariza-
tion session took approximately 30 minutes because the participants had to
take time familiarizing themselves with the characteristics of the testbed,
particularly using the mouse for all interaction with the system. Also,
the first session with an "allocation condition" took approximately 30
minutes of training. Subsequent familiarization sessions for the other in-
terfacs conditions took approximately 15 minutes.

Table 3-18

Experiment 2: The Order of Experimental Conditions
Used for Counterbalancing

Session (in Time Order)
Participant* 1 2 3 4 5

5 MA2 SA3 SNl ON3 OA2
11 ON2 OA3 MAl SA3 SN2

3 SN2 SA3 OAf ON3 MA2
14 MAl SN2 SA3 OA2 ON1

9 OAl ON2 MA3 SN2 SAl
15 SNl SA2 OA3 ON2 MAI

2 MA3 SAl SN2 ON1 OA3
I ON3 OAl NA2 SAl SN3
7 SA3 SNI ON2 OAl MA3

13 SA2 SN3 MAl ON3 OA2
10 ON2 OA. SAl SN3 MA2
12 iA2 ON3 OAl SA3 SN2
4 SNI SA2 HA3 OA2 ONl
6 OAl ON2 SN3 SA2 MAl
8** MAl 0A2 ON3 SN2 SAl

M - Manual A - Allocation
0 - Override N - No Allocation
S - Screening 1,2,3 - Target Orderings

*Porticipants were matched randomly with rows of the table.
**Only 14 of the 15 requested participants were available for the

experiment. The sessions were not conducted for "Participant 8" to
minimize counterbalancing effects.
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After each familiarization session, participants had a practice ses-
sion simulating an actual test session. Targets appeared on the screen
every 4 seconds, just like the test sessions. Participants were urged to
perform as well as they could, but not.to hesitate in asking the ex-
perimenter questions about the system's capabilities. The experimenters
observed participants' performance during the practice session, pointing-
out only aspects of the written system descriptions that the participants
seemed not to be considering when performing the air defense task. The
practice session for each interface condition took approximately one-half
hour.

After answering any questions, the experimenter would then start the
designated test condition. After completing the test condition, the par-
ticipant filled out a questionnaire asking the participant to evaluate
his/her performance, the workload level, and the degree to which s/he liked
working with the system. After completing the questionnaire, the ex-
perimenter would start the second interface condition. The sequence of
"read system description, familiarization session, practice session, first
interface test condition, questionnaire, second test condition, and ques-
tionnaire" was used for all three interface conditions.

The same two experimenters who participated in Experiment 1 also par-
ticipated in Experiment 2. The experimenters were trained in how to
operate the three allocation conditions by a DSC team member the day before
the experiment began. The DSC team member remained for an additional day
(i.e., after the experiment began) to help ensure that the experiment was
being conducted as designed. As in Experiment 1, the experimenters were
blind to the hypotheses g&.ding the experiment.

3.5.1.6 Dependent Measures. There weye four sets of dependent
measures in the experiment: (1) objective performance measures; (2) objec-
tive workload measures; (3) subjective performance, workload, and
preference measures; and (4) measures of participants' information-
processing strategies. The first three sets of dependent measures were the
same as those used in Experiment 1, and are not discussed here. The
information-processing measures included (a) the percentage of targets
hooked; (b) the length of hooking (in seconds); (c)-the order in which cues
were used; and (d) the types of rules participants created in the alloca-
tion conditions.

It is important to note that the information-processing analyses were
a long, slow time-consuming process. All of the participants' mouse
clicks while performing the experiment were stored in data files on the
IBM-AT testbeds. These data files had to be reduced for analysis. This
required the development of some computer programs for data reduction, the
subsequent transfer of the reduced data files to spreadsheets for format-
ting and, finally, their input into the statistical package. Therefore,
due to time and retsource constraints, the information-processing analyses
were performed only for Experiment 2. This experiment was selected because
it included the allocation conditions in addition to the basic, override
and screening condition. Consequently, the second Fort Bliss experiment
represented the best situation for proposing information-processing
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guidelines for future applications based on our theoretical position and
empirical results.

3.5.2 Results. This section of the report presents the results, in
turn, for each of the four sets of dependent measures.

3.5.2.1 Performance. The performance results are organized accord-
ing to the target's degree of belief (in Shaferian terms) before par-
ticipants collected additional information via IFF, HQ ID, or messages. In
particular, Table 3-19 presents the Nmean percent correct" for each human-
machine interface condition for the N-58 targets that had a degree of
belief (in Shaferian terms) below .60 (on a 1.0 scale) before participants
collected additional information. In addition, Table 3-19 presents the
mean performance score for the high workload-manual condition from the
first Fort Bliss experiment for comparison purposes.

Table 3-19

Experiment 2: The "Mean Percent Correct" for N-56 Targets
with Initial Degree of Belief S .60

Allocation (i.e., Rule-Creation) Capabilit.
No Allocation Allocation
Capability Capability

Human-Machine ;Completely Manual 24.5* 57.4
Interface Override 59.6 69.7
Factor Screening 74.2 75.6

*Data from High-Workload Manual Condition in Experiment 1

The principal results are presented below. Paired comparison tests
were performed only for the five conditions in Experiment 2.

1. Examination of Table 3-19 shows that all five conditions in Ex-
periment 2 markedly improved performance over that achieved in
the manual: high-workload condition in Experiment 1.
Moreover, all five conditions performed better than the totally
automated system (percent correct - 46.55) for the set of tar-
gets with an initial degree of belief : .60.

2. In contrast with Experiment 1, screening without allocation
resulted in significantly higher performance for targets with
initial detreeas of belief T .60 than did override without al-
location (Xn.NA- 59 . 6, XS:-7 4 . 2 , SSH-. 306 , SSE-.0 9 8,
F(l.13)-40.55, p<.]01]. This indicates that the statistically
equivalent level of performance obtained in Experiment 1 was a
function of the screening 'nterface permitting targets to leave
the display classified as "unknown" instead of classifying the
targets on the basis of Available information, as in Experiment
2. Moreover, screening without allocation resulted in sig-
nificantly better performance than that achieved in the manual
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with allocation condition [(S.6A-74.2, XM:A7- 5 7 . 4 , SSH-. 4 04 ,
SSE-. 4 8 1 , F(1,13)-10.930, p-. 6o].

3. Having an allocation capability, that is, the ability to create
rules on-line for the computer to use in identifying targets,
significantly improved performance for the manual and override
conditions (XO.NA: 5 9.6, XOA- 6 9 .7, SS t-.1 5 , SSE-.l 0 2 ,
F(1,13)-19.155; p,.001), but not-the screening condition. In
fact, override with allocation (Xo.A- 6 9 .7) did not perform sig-
nificantly worse than screening with allocation (Xs.A- 7 5 . 6 );
both performed significantly better than manual witfi allocation
at the p<.Ol significance level [e.g., 5O:A-69.7, XMA- 5 7 . 4 ,

SSHm. 2 21, SSE-. 30 7 , F(l,13)-9.355, p-.009].

Table 3-20 presents the "mean percent correct" for the N-57 targets,
with an initial degree of belief between .6 and .8.

Table 3-20

Experiment 2: The "Mean Percent Correctm for N-57 Targets
with Initial Degree of Belief Between .6 and .8

Allocation (i~e. Rule-Creation) Capabilit
F No Allocation Allocation

Capability Capability
Human-Machine Completely Manual 36.7* 66.2
Interface Override 72.1 77.1
Factor Screening 67.2 76.1

*Data from High-Workload Manual Condition in Experiment 1

The principal findings wcre as follows:

1. All five conditions significantly improved performance over
that achieved in the manual:high-workload condition in Experi-
ment 1. However, the screening without allocation and manual
with allocation conditions in Experiment 2 did not improve per-
formance over that achieved with the totally automated system
(percent correct - 64.28).

2. The override:no allocation condition resulted in significantly
better performance for targets with an initial degree of belief
between .6 and .8 than did screening:no allocation [,.:WA-7 2 .1,
XS: -67 2. SS -. 033. SSE-.0 7 3. F(l,13)-5.974, p-.O3). and ap-
proaZhed significance for the manut.l:allocation conditionN :•-72.1. XM.-66.2. ssH-.o49, SSE-.153, F(1.13)-4.125.
p-.061]. , •

3. Having an allocation capability improved performance for all
three interfaces. Even without a statistical test, there is a
marked increase in performance for the manual:allocation condi-
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tion over that achieved with the manual:no allocation condition
under high workload. In addition, screening with an allocation
capability resulted in a significant improvement in performance
over that achieved without allocation [X :A- 7 6 .10 X:.NA-67. 2 .
SSH 1-. ll, SSE-. 2 3 7, F(1,13)-6.073, p-.031. Although perfor-
mance for the override condition improved with an allocation
capability (Xo.A- 7 7 .1, RO.NA-72.1), the increase was not sig-
nificant (p-.2). Override with allocation did, however, result
in significantly better performance than the manual:allocation
condition l[, .A- 77 .1, XH.A- 6 6 . 2 . SSH-.1 66 , SSE-.190,
F(1,13)-ll,36, p-.0OJ],*and the screening:no allocation condi-
tion [XO:A- 77 .1, XS:-N 67.2. SSH-.1 37 , SSE-. 24 3 , F(1,13)-7.346,
p-.016]. The increase in performance achieved with
screening:allocation over that achieved with manual:allocation
approached significarice t s:A=76.l, M:A-66.2. SSH-.1 3 7 ,
SSE-.439, F(1,13)-4.067, p-.065].

Table 3-21 presents the "mean percent correct" for the N-115 targets
for which the initial degree of belief was <.80. The results of paired com-
parison tests replicated all the findings for the subset of N-58 targets
with an initial degree of belief •.6, not the findings for the subset of
N-57 targets with an initial degree of belief between .6 and .8. In par-
ticular, screening without allocation resulted in significantly better per-
formance than override without allocation [XS-.NA- 70. 2. XO-NA-65.2, SS0-.035.
SSE-.048, F(1,13)-9.513, p-.009). and manual with allocation (Xq -70%,
XM.A- 6 1.1. SSH-.l15. SSE-.19, F(l,13)-7.886. p-.015] for the N-.I I targets
with an initial degree of belief <.8. The better performance without al-
location achieved with screening than override is a function of the much
larger mean difference favoring screening for targets with an initial degree
of belief •.6 (Xs. N-74.2, XO.NA-5 9 . 6 ) than that favoring override for tar-
pets with an initiaY degree o• lelief between .6 and .80 (§.NA-67.2
XO:NA-72.1). Agin, the allocation capability had a marked eMfeet for all
three interfaces [X .NA- 30. 7 . -c6l.1; -65.2, XA-72.). SSH-'083,
SS - 094 F(l.13)-l:.59.p-.0ok X.-70 2 Xs.A-75 2. SS1-. 035, SSE-.098.
F(1.3)-4.726, p-.0 4 9 ). with the (now) statisticaY significance of the in-
crease for screening being a function of the larger number of targets.
Again, the performance levels achieved for override and screening with the
allocation capability were statistically equivalent.

Table 3-21

Experiment 2: The "Mean Percept Correct" for N-115 Targets
with Initial Degree of Belief Below .80

Allocation (i.e. Rule-Creavion) CapabilitC

No Allocation Allocation
Capability Capability

Human-Machine Completely Manual 30.7* 61.1
Interface Override 65.2 72.9
Factor Screening 70.2 75.2

*Data from High-Workload Manual Condition in Experiment 1
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Table 3-22 presents the "mean percent correct" for the N-56 targets
with an initial degree of belief <.80 that could be perfectly identified by
messages. These data show the advantage of the rule-creation capability
for messages that was available in the allocation condition. In par-
ticular, for the first and only time, manual with allocation resulted in
better performance than that achieved with the screening without allocation
and the override without allocatilon conditions, with the latter being
statistically significant [XM.A-75.1, XO.NA- 6 3 .4 , SS1 1-. 192, SSE-. 36 7 ,
F(1,13)-6.788, p-.022). Moreover, performance achieved in the
manual:allocation condition was not significantly lower than that achieved
in the override:allocation and screening:allocation condition. These
results clearly demonstrate the value of giving the human operator some
means of allocating work to the machine under high workload.

Table 3-22

Experiment 2: The "Mean Percent Correct" for N-56 "Message Targets"

Allocation (i.e., Rule-Creation) Capability

No Allocation Allocation
Capability Capability

Human-Machine Completely MHaual 33.4* 75.1
Interface Override 63.4 77.5
Factor Screening 69.2 80.3

*Data from High-Workload Manual Condition in Experiment 1

Table 3-23 presents the "mean percent correct* for the N-85 targets
with an initial degree of belief ?.80. These results tend to replicate
those achieved for targets with an initial degree of belief between .6 ar.1
.8. First, both the screening:no allocation and manual:allocation con;.*-
tions did not improve performance over that achieved with the totally
automated system (percent correct - 87); in fact, the manual:allocation con-
dition resulted in poorer performance (X.A-75.1. SSH-.lO5, SS -. 298,
F(I.13)-4.60, p-.O5). The override:no a&location. override:affocation and
screening:allocation conditions did result in significantly better perfor-
mance than the totally automated system. Second. the override:no allocation
condition resulted in significantlZ better performance than the screening:no
allocation condition 4XO.NA-688.. XS. -87 .2 SSn-.OO3. SSE-.OO5.
F(l.13)-7.822, p-.Ol5). "n addition.-bothnonalvocation conditions resulted
in significantly better performance than the manual:allocation condition
NJ N,-88. 7 , XM - 7 8 7 SS -.14. SS - 307, F(1,13)-5.92, p-.03- KS.--87.2.
Y. -78.7, SH-:to3.S0,.0. F): p-.oss). Again. the allocation
cajabillty improved perioruance for all three interfaces. The increase for
the manual interface is again extreme; in fact. it is stunning how poorly
actual air defenders performed under high-workload in the first experiment
for these "easy targets" without some (allocation) assistance from the
machine. Although small, the increase for the screening condition is sig-
nificant [XS.A-8 7 .2, XR.A-88. 6 , SSi-.003. SSE-.002. F(1,13)-13.471.
p-. 0 0 3 ). Although the increased performance achieved for the
override:allocation condition over that achieved for the
override:nonallocation condition is.not significant [O:N-88.7. gO:A"89"7'
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SS -. O02, SSE-.008, F(l.13)-2.654, p-.127j, it is significant over that
achieved for the screening:al.location conditioni [Xo:A-89.7, RS:A- 88 .6,
SSe-.002, SSE-.003 , F(1,13)-7.559, p-.0O7].

Table 3-23

Experiment 2: The "Mean Percent Correct" for N-85 Targets
with Initial Degree of Belief Ž .80

Allocation (i.e., Rule-Creation) Capabilit
No Allocation Allocation
Capability -Capability

Human-Hachine Completely Manual 36.1* 78.7
Interface Override 88.7 89.7
Factor Screening 87.2 88.6

*Data from High-Workload Manual Condition in Experiment 1

Table 1-24 presents the "m'an percent correct" for the entire 200-
target simulation,

Table 3-24

Experiment 2: The 'Mean Percent Correct" for the Entire
200-Target Simulation

Allocation (i.e., Rule-Creation) Capabilit
No Allocation .Allocation

I Capabi1i! .Y -, _= Caysabil'Aty .

iluman-Machine Completely Manual 33.0* 68.6
Interface Override . 75.1 80.0
Factor Screening 77.4 1 80.9

*Data from High-Workload Kanual Condition in Experiment 1

The principal results are as follows:

1. The manual interface with an allocation capability renulted in
ao extremely large increase in performance under high vorkload
IMAp-68'. 6 . L.K-33.01. The performance achieved with the
muanual:allocattion interface was, however, not different then
that achieved with a totally automated system using only the
initially available inFormation (percent correct - 69.0).
Moreover. for the entire 200-target simalation. the mean per-
forcance athieved with the manual:allocation interface was sig-
vificantly lover Lhan that achieved for all four of the other
interface conditions in Experiment 2 Ee.g., X:A"-63.6.
XO.NA-75.1. SSH-.06. SSE7. 17 7 , F(1.13)-4.4G. p-.0551. These
"r,;lYts suggest that giving the human operators initial target
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identifications based on rules stored in the system better per-
mits them to take advantage of additional information not
available to the system and, thereby, improves performance over
that achieved with only a "rule-creation" capability for al-
locating tasks (in our case, ttrget identifications).

2. Supporting our hypothesis, screening without allocation
resulted in significantly better performance than override
without allocation [X:.NA-77.4, XO.NA-75.1, SSH".007, SS.-017.
F(l,13)-5.682, p-.0 331] This result was due to the substan-
tially better performance (i.e., large mean difference)
achieved with the screening:no allocation condition than the
override:no allocation condition for the N-58 targets with an
initial degree of belief :.60, for the latter condition ac-
tually resulted in small, but significantly better performance
than the former for the N-57 and N-85 targets with initial de-
grees of belief between .6 and .80, and 2.80, respectively.
These results suggest that ait .lifendirs using a screening
capability without allocation lili indeed focus their attention
on, and perform better for, the more difficult identification
targets, but that there may be costs in terms of their ability
to ensure the accurate identification of other (presumably
easier) targets upon which their attention is not focused.

3. As hypothesized, the allocation capability sipnificantly im-
proved performance for all three interfaces [Fv:A-68.6.
F.N't-33.0; Xn.A-80., XO.N-75.1. SSu-.034, SSE-. 03 3,

3)-3.42 P-00-1X 5: -80 X..M_77.4, SS.. 017,
SSE-.0 3 , F(I.13)-7.386, p•013). However, in contast to our
hypothesized rank order, override with allocation resulted in a
higher mean level of performance than the tQeening vichout al-
location condition,_although the differo.nce was not statisci-
cally significant [Xo,&-80.O. XS:w7-74., SS-.01 SS-.043,
F(1,13)-2,863. p-. l 1. Moreover. screening with allocation
did not result in significantly better performance than ovar-
ride with allocation (it:A'80"9' •O:' 8 0 0 .S-O0l, SS-_.055,
F(1,13)-.242, p-.6 3 1) for the entire 200-targat simulatioa. Ve
have Senierated three hypotheses fov 6xplaining this result.
The first hypothesis is that the allucation capability ossen-
tially permits the operator to turn the override interface into
a screening interface. If thi% were true, we would expect
operators to use different informAtion-processing strategies in
the override:no allocation, override:allocation. and both
screening conditions, and similar strategies in the
override:allocaetin and both screening conditiors. The second
hypothesis ts that this say be so, but the two differont intor-
faces still foster somewhat different information-processing
strategies. And the third hyp4thesis Is tLat there are
"ceillng effects.* and mean perforzance can not exceed about
.80 (or so). Ve can categorically assert that the last
hypothesis is no•t tru because 195 of the 200 targets (i.e..
97.5%) could be correctly identified on the basis of all the
inforn.ation.
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We now tv'rn to discuss the results of the information-rrocessing
analyses.

3.5.2.2 Informaion-Processing Strategy. The informati on-processing
analyses focused on. (a) the percentage of targets hooked; (b) the length
of hoo'King (in seconds); (c) the number of items of information requested;
and (d) the percentage of times these items we-e requested in the five in-
terface conditions in Experiment 2. in addition, we examined the types of
rules generated in the three allocation conditions. Each of these analyses
is considered, in turn.

Table 3-25 presents the mean values for "percentage of targets hooked
by class" for each of the five conditions and three target classes, for the
two override and two screening conditions, and for the two nonallocation
and two allocation conditions for override and screening (i.e., not includ-
ing the manual:allocation condition).

Table 3-25

Mean Percentage of Targets Hooked by Class

Human-Machine Degree of Belief Based on Initial Information
Condition <.6 .6 to .8 >.80

Manual +• Allocation 51.4 42.6 29.2 41.1
Override 55.4 ?2.9 29.2 52.5
Screening 82.0 42.A 10.8 45.1
Override + Allocation 46.4 46.9 26.3 39.9
Screeningj+Alocation 58.4 32.4 08.7 33.2

Override (without and
with Allocation) 51.1 61.4 27.8 46.8

Screening (without and
with Allocation) 70.2 37.6 09.8 39.2

Nonallocation (O+S) 68.9 59.2 25 5 49.4
Allocation (O+S) 52.4 39.6 17.5 36.6

Paired comparisons shoued that participants hooked a significantly
higher percentage of targets with an initial degree of belief ! 60 in the
screening than override condition (Xs-70. 2 , X0 -51.1. SSH- 2 .0 54 , SSE-I.057.
F(1,13)-25.253. p<.0011. In contrast, they hooked a significantly higher
percentage of turgets with degree of belief between .6 and .8 jX-61.4,
xS-37.6. SS~1-2.054. SSE-i.057, F(1.13)1-25.253. p<.OO1 and 1.8 (XO-27.8.
XS-9.8. SSH-. 8 19, SSE•.$0 8 , F(1,13)-29.268, p<.O01 in the override than
screening condition. This clearly demonstrates that the override and
screening conditions affected air defenders' information-processing
strategies and, in turn, performance for different classes of tArgets. It
also affected their overall performance, for participants achieved higher
mean performance values (signifUcantly so without aflocatiort) in the
screening than override conditions, for both the N-115 test targets and the
entire *-200 target simulation.
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Paired comparisons also showed that when participants were in the
override and screening conditions, they hooked significantly fewer targets
with initial degree of belief !.60 and between .6 and .8 in the allocation
than nonallocAtion condition [XA- 5 2 .4, XRA- 6 8 . 9 , SSH-1.514, SSE-1.294,
F(l,13)-15.205, p- 002; XA- 3 9 8 , RNA-5., SS-2 .9O, SSE-i.071,

F(1,13)-25,406, p<.001]. Since their performance also improved in the al-
location condition, zhe information-processing analyses suggest that, on
the average, they were able to effectively create rules to deal with tar-
gets that they previously had to examine in the nonallocation condition.
Interestingly, the mean values for the manual:allocation condition are com-
parable to the mean of the mean values fer allocation with the override and
screening conditions, except for considerably higher values for the manual
condition for targets with an initial degree of belief 2.80. Participants
did not need to focus on these targets, particularly in the screening con-
dition where they were classified as "firmly identified,N as indicated by
the lower mean values for screening in both the nonallocation and alloca-
tion conditions.

Figure 3-5 graphically presents the mean percentage if targets hooked
by interface condition ar4 initial degree of belief.
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Figure 3-5. Mean percentage of targets hooked by interface
cond~tion and initial degree of belief-

The data for the override:allocation ccndition looks similar to that for
the override:no allocation condition, except for targets with an initial
doorpe of belief between .6 and .3. For this class of targets. the data
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are more similar to that for the two screening conditions. In contrast,
the data for the screening:allocation condition looks similar to that for
the screening:no allocation condition except for targets with an initial
degree of belief :.60, which is more similar to the two override condi-
tions. These data suggest that the override and screening conditions
foster different information-processing strategies. In addition, the al-
lucaLiOUi capability affects these different strategiss by permitting
operators to create rules to deal with targets they had to hook previously
withcut az, allocation capability.

Table 3-26 presents the mean values for Olength of hooking by class"
for .saca• f the five conditions and three target classes, for the two over-
riee and t,•o streening conditions, and for the two nonallocation and al-
locati.on conditions for override and screening. Examitzation of Table 3-26
-hows thar participants spent more time per hooking in the screening than
oveýride condition for all three classes of targets. Paired comparisons
showed that significance levels were p-.049, p-.059 , and p-.138 for the
5.6. bttween .6 and .8, and >.8 classes, respectively; the difference for
the last class did not approach significance because of a large mean
squared error term. Paired comparisons also showed that participants spent
significantly more time per hooking for the <.6 (p-.008) and between .6 and
.8 (p-.04) targets when in the allocation condition. The mean value for
the manual with allocation condition was comparable to that for the mean of
the mean values for allocation with the override and screening conditions.

Table 3-26

Mean Length of Time (in Seconds) of Targets Hooked by Class

Huzian-Machine Degree of Belief Based on Initial Informatiop
Condition <._6 .6 to .8 a.80X

Manual + Allocation 13.79 13.49 12.92 13.40
Override 9.56 9.46 8.97 9.34
Screening 10.90 10.25 12.40 11.18
Override + Allocation 12.84 11.97 10.1A 11.67
Screening + Allocation 14.49 15.37 20.63 16.83
Override (without and

with Allocation) 11.21 10.71 9.58 10.50
Screening (without and

with Allocation) 12.69 12.81 16.52 14.01
Nonallocation (0+S) 10.24 9.86 10.68 10.26
Allocation (O+S) 11.66 13.67 15.41 14,25

Figure 3-6 graphically presents tho mean length of time data for the
different interface conditions and initial degree-of-belief classes.
Again, the reader is caurioned that the mtan values between conditions were
not significantly different for the targets with an initial degree of
belief a.80 because of a large mean squared error term. Instead, the
reader should focus on the form of the functions between interface condi-
tions. Specifically, the functional form for override with allocation is
--v* ~vin'ar to that for override without allocation than the two screening
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conditions. 4gain, these data suggest that having an allocation capability
did not turi the override interface Into a scraening interface; it just
permitted participants to take somewhat longer to examine targets per hook-
ing.

The third information-processing analysis was for the mean number of
items of information requested per hooking with different interfaces. The
mean number of items requested were override:no allocation - 2.05;
screening:no allocation-2.682; manual:allocation-2.011;
override:allocation-2.101; and screening:allocation-2.76. A repeated-
measures ANOVA found a main effect for interface [SSH-7.56, SSEL2 7 . 3 04 ,
F(I,13)-3.607, p-.Oll]. Examination of the means again sh)ws a distinct
difference between the override #_nd screening conditiona.

Th faurth information-processing analysis iocused on the percentage
of times the participants using the differert interfaces requested informa-
tion about the four principal cuc:: IF?, HQ ID, corridor, and pop-up,
These data are presented in Table 3-27, along with the row and column means
of the data for comparison purposes. A repeated-measures ANOVAufond a
significant main effect for interface [SSH-8447.6, SSE* 2 9 ,9 9 5. 6 ,
F(4,52)-3.661, p-.011] and for cue ISSH-m8,209.5, SEC-10-,924.2,
F(3.39)-10.485, p<.O01]. Consistent with the data for the mean number of
items requested per hooking, there were larger mean percentages for the
screening than override (and manual:allocation) conditions. Participants
also requested IFF and HQ ID much more frequently than information about
corridor and pop-up. Although IFF vas more frequently requested than HQ ID
when participants were in tho override conditions, and less frequently in
the screening conditions, the interaction was not statistically sig-
nificant.

Table 3-27

Experiment 2: Percentage of Time Different Cues were Requested
by Coudition

IFF CORR VIOPUP X
Override/!A 53.3 62.4 47.4 21.0 46.0
Screening/Nk 71.1 63.5 54.9 23.7 53.3
Manual/A 48.4 61.9 38.3 11.4 40,0
Override/A 54.1 63.6 40.0 15.9 43ý4
Screening/A 69,8 63.6 58.0 24.5 54.0

X 59.3 63.0 47.7 19.3 47,3

In total, the info tion-processing analyse4 suggest that par-
tiuipants fetused on diffeortnt types of targets, took longer to examine
thet, and gathered more infoeration alout the* vhen in the screening than
overridoecondition. Uith access to ark allocation capability, participants
also focused on different classes of targets and took longer to examine the
LaXSets that they chose to etanine, letting the system use its prior rules
and those Senerated by the participants to deal vith mores of the targets.
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This "cooperative problem-solving" approach, under the allocation control
of the human, resulted in the best overall performwnce.

Table 3-28 presents #-he types of-rules created by three or more par-
ticipants, as well as the number of instances the rule was created in to-
tal. The table is divided into two classes of rules: non-message and
message-oriented rules. Within each class, the rules are ordered by the
number of instances. Examination of the non-message rules indicates that
participants primarily focuse! on the most diagnostic cue values (IFF +,
Corridor:In, Corridor:Out, and Jammer:Yes), as indicated by our participat-
aing domain experts in Table 3-6 of this report. Interestingly, all par-
ticipants did not create these rules in the manual:allocation condition;
they, of course, did not have to create them with the override and screen-
ing interfaces. Moreover, some of the less frequently created rules have
multiple clauses that appear unnecessary when compared with the more fce-
quently created clauses. This suggests that more training in creating
non-message-oriented rules when using the allocation condition, or perhaps
a "knowledge-engineering" session toward this end with each participant,
could have further improved performance. The latter possibility is par-
ticularly appealing because participants appeared quite capable of using
the allocation capability to create message-oriented rules which explains
why they performed so well in identifying the message-oriented targets with
an initial degree of belief <.8. (The reader is reminded that "HQ ID"
responses did not go into the system; consequently, no rules were created
using this highly diagnostic cue.)

Table 3-28

Tho Types of Rules Created by Three (or More) Participants
WJhen Using the A.llocation Capability

0 of a of
Type of Rule PsL Instancet
Non-Hessage Rules

IFF:. - F 8 22
Corr:In F 10 21
Corr:Out H 8 18
Cort:Out and Janmar:Yes - H 7 15
Jazer:Yes - It 6 14
Corr:In and Jammer:No - F 4 7
Corr:Two-Out and Jamer:Yes H 4 7
IFF:- - H 4 6
IFF:- and Jawaer:Yes - It 4 6
IFF:+ and Corr:In - F 3 6
Corr:Tvo-Out - H 4 5

HesseSe Rules
Pop-up:FEBA. Corr:Ir. Alt:2030-50OO. Sp:600-800 - H 13 30
Pop-up:FEBA. Corr:Ono-Out. Alt:2000-5000. Sp:1000+ - H 13 30
Pop-up:No. Corr:Tvo-Out. Alt:1000-80000. Sp:1000, - H 13 29
Pop-up:Close, Corr:In. Alt:2000-5000. Sp:600-900 H 12 28
Pop-up:FEBA. Corr:In. Alt:2000-5000, Sp:400-600 - H 3 4

-e Xue, Corr:In. Alt:2000-5000, Sp:400-600 - H 3 3
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Examination of the rules created, the information-processing analyses
for the mean percentage of requests for different cues, and the subjective
analysis for cue usage all indicate that participants considered certain
cues more diagnostic than others. Moreover, although there were certainly
individual differences, participants appeared to have a hierarchical (or
ordered) sequence they went through to process cue information. Appendix E
presents the cue-processing sequence that one of DSC's domain experts
tended to follow in the nonallocation conditions for the manual, override,
and screening interfaces. These results indicate that actual air defenders
working with a realistic air defense simulation do not tend to use a
"*majority-of-confirming-dimensions" strategy to process information unless,
of course, the values for different cues (i.e., dimensions) are basically
contradictory and they are forced to count the cues "pro" and "con" the
hypotheses.

3.5.2.3 Workload. The same two objective workload measures used in
Experiment 1 were used in Experiment 2. Table 3-29 presents the means for
all five conditions for both measures. Examination of the data in Table
3-29 suggests that adding the allocation capability does increase workload.
The increase, however, did not tend to reach statistically significant
levels. As in Experiment 1, we found no significant effects regarding the
accuracy of the participants' responses to the "response light.* The only
paired comparison that approached significance was greater accuracy to the
response light with screening:nonallocation than screening:allocation
[XSNA- 89 . 0 7 , XS.A- 8 4 . 64 , SSH- 2 74 . 5 7 , SSE- 8 35. 4 3 , F(1,13)-4.27, p-.059].
Interestingly, the only statistically significant comparison for the second
objective workload measure, mean response time to the response light, also
found significant workload effects for adding the allocation capability to
the screening condition JXR:m1179 .1. :A:l 324 .6  SS -296092.6.
SSEm3 3034 1.4. F(1,13)-1l.65, p-.005. These (workload) results arc consis-
tent with the information-processing analysis showing that when par-
ticipants were using the screening interface and the allocation capability.
they gatherid more data and took longer to examine targets than when thay
had only the screening interface. Although screening:allocation resulted
in better performance than screening:nonallocation, one wonders if the per-
formance difference might not have been greater excopt for the increased
workload in the screening:allocation condition.

Table 3-29

Experiment 2: Mean Values for Both Objective Workload Measures
for the Five Interfaces

Mean Accuracy Mean Speed (in
of Response to asec.) of Response
"Response Light* to "Response Light*

Override:No Allocation 69.21 1196.6
Screening:No Allocation 89.07 1179.1
Manual:Allocation 85.71 1283.9
Override:Allocation 87.57 1241.9
Screelaia:Al location 84.64 1324.6
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3.5.2.4 Subjective Measures. The same two questionnaires used in
Experiment 1 to obtain participants' subjective performance, woricload, and
preference measures were used in Experiuent 2. The results for each ques-
tionnaire are considered, in turn.

The first questionnaire was given immediately after the completion of
each condition in the design. Participants were asked to rate, on a
9-point scale, their performance, the level of workload, and the degree to
which they liked working with the system. Table 3-30 presents the mean
responses for subjective performance, uorkload, and preference for each of
the five conditions in the design. Higher values represent better scores
on all three subjective measures.

Table 3-30

Experiment 2: Mean Subjective Performance, Workload, and
Preference (First Questionnaire)

(a) SubjecC.ve Performance
Allocation Capability

No Yes
Human-Machine Manual 3,73* 5.36
Interface Override 5,50 6.93
Factor Screening 5.71 6,57

(b) Subjective W•orkload
Allocation Canab ilty.

No Yes
Htuman-ftichine Manual 3,47* 4,14
Interface f Override 4.50 6,07
Factor Screenin_ 5.57 5.43 J

(c) Subjectlve Peference
Allocation Capability

________ No aYs

Huxan-Machine Manual 4,67* 4.79
Interface Override 4.5 6.(%4
Factor Scre..ing. . 5,2.. 6,14 ,

*Data from high workload:aanual condition in Experiment 1

Examination of Table 3-30 indicates that the allocation capability
bad a marked effict on the mean subjective performance rating for all .three
interfaces, a result that agrees fully with the objective perforzance data.
A one-way, reijeated-zseasures ANOVA on the subjective performance ratings
for the five interface conditions in Experiment 2 was sigoificant
iSSH- 2 7. 0 57. SSE-80. 9 4 3 . F(4.52)-4.346. p-. 004 ). Paired comparisons shoved
that the mean subjective performance for the override:allocation condition
was not significantly different than that for the screening:a&location
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condition, but that both were significantly higher than that for all other
conditions.

in addition to having the best mean subjective performance rating,
the override:allocation condition had the best mean subjective workload
rating. In particular, paired comparisons shoved that, in contrast with
LIe ubjcccive workload measures, the mean subjective workload rating for
the overrlde:allocation condition was significantly better than that for
both the manual:allocation condition (XO.A- 6 . 0 7 , N 4. -4.14, SS~1-52.07,
SSE-80.93, F(1,13)-8.365. p-.013] and override:no altocation cendition
(Xo:A- 6.O7, XO:NA- 50, SSM- 34 .57 4 , SSE- 33 .43 , F(1,13)-13.444, p-.0 0 3 1.
Othier significant paired comparisons included better mean subjective
workload in the screening:no allocation condition than the
manual:allocation condition [.S:NAU-5'. 5 7 , X-H'A"4" 1 4 , SS%-28.57, SSE- 6 7 .4 3.
F(1,13)-5.508, p-.035] and override:no allocation condition [XS:NA-5. 5 7 ,
XO:N-�-. 5 0 SS -16.07, SS -30.93, F(1.13)-6.755, p-.022). Powever, in con-
trast with the 'bjective workload results, parucipants did not consider
the screening interface to be more difficult with the allocation
capability.

Examination of the subjective preference data again shows the posi-
tive effect for the allocation capability, although the effect for the
manual interface is small. The mean subjective preference rating for the
override:alloc~ation condition was significantly higher than that for all
conditions except the screening:allocation condition. The mean subjective
preference rating for the screening:allocation condition was significantly
higher than that for the override:no allocation condition R5. -6 .14,

"O-NA" 4 "5 ' SSHW37.19. SSE-57.21, F(l.13)-8.586, p-.0121, and atmost sig-
niticantly higher (i.e.. p<.10) than the manual;allocation and screening:no
allocation condition.

As in Experiment 1. the second questionnaire was given at th@ and of
the eyperimental session in Experiment 2. Again, participantr vere asked
to r1te on a 9-point scale how well they think they performed with each of
the systems, how hard they worked to perform the aircraft-identification
task with each system, anid how much they liked working vith each system.
Table 1-31 presentz thvd mean responses for the three measures for each of
the five conditions, again, higher values represent better scores.

Table 3-31

Expedimant 2: Mean Subjective Performance, Workload. and
Preference (Second Questionnaire.; igher Vnlues
Represent Better Scores)

PerforEmnce Workload Preference
Override:No Allocation 5.29 3.93 4.79
Screening:No All-cation 6.29 5.14 5.50
Kanual:Allceation 5.50 4.79 5.43
Override:Al location 6.64 5.14 5.57
Screening:Allocation 6.50 5.64 6.43

91



S

(The mean values for the manual condition in Experiment 1 are not included.
in Table 3-31 because the second questionnaire in Experiment 1 did not dt-
tinguish between high and low workload; consequently, the values are not
comparable to those in Experiment 2, which are only for high workload.)

As with the first subjective questionnaire and the objective perfor-
mance data, the override:allocation and screening:allocation conditions had
the two highest mean subjective performance ratings. Although the mean
subjective performance rating for the override:allocation condition was not
significantly higher thian that for the screening:no allocatioi, condition,
it was significantly higher than that for the override:no allocation condi-
tion IXO.A-6. 64 , XO.NA-5. 2 9 , SSH-1 5 .7 9 , SS -27.21, F(1,13)-12.32, p-.004]
and the manual:allocation condition [Xo.A-4 .64, XR.-AM.5, SS -18.286,
SSEm3 7 . 7 14 , F(1,13)-6.303, p-.026). The mean subjective performnce rating
for the screening:allocation condition was significantly higher only thin
that for the override:no allocation condition (XS;A- 6 .5. XO:N-5.29,
SSH-20. 64 3 , 5 5E- 4 0 . 3 57 , F(1,13)-6.65, p-.023].

The screening:allocation, override:allocation, and screening:no al-
location conditions also had the best mean subjective workload scores. In
contrast with the first questionnaire, however, none of the paired com-
parisons were statistically significant at the p<.O0 "evel. This occurred
because of considerable variability in the subjective workload measures for
the second questionnaire and, consequently, large SSE terms.

There also was large variability in the mean subjective preference
ratings. The only significant paired comparison was the increased
preference for the screening interface with an allocation capability
IXS:A-6. 4 3 , XS:NA-5.5O, SSH-1 2 .071. SSE-32. 9 29 , F(1.13)-4.766, p-.O4 81.

The second questionnaire also asked participants to rate how much
each cue affected their ability to obtain correct identification, thus
providing a subjective measure of cue utility. The mean cue utility
measures are shown in Table 3-32.

Table 3-32

"Eperimeint 2: Kean Utility Patine for the
Targot IdentifLication Cues

IFF - 7.714
HQ ID - 7.571
Corridor - 6.714 Cluster 1
Jamming - 6.571
Messages - 5.290

Speed - 4.286
Altitude - 3.571
Heading - 3.286 Cluster 2
Pop-Up - 3.214
Distance - 2.929
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Paired-comparison tests suggest that the cues can be grouped into roughly
two clusters. Specifically, the first cluster includes IFF, HQ ID, Cor-
ridor, Jamming, and Messages; amon3 these cues, the only significant dif-
ference was between IFF and Hessagts [(X -7.714, Y5.29, SS -•4.4643,
SSE-88.357. F(1,13)-6.568. p- 0'24). The second cluster includ• Speed, Al-
titude, Headtnt, Fop-Up- *id Distance; among these cues, the only sig-
nificant di'e:enc., was bz'.eern Speed and Distance [Xs- 4 . 2 86 . XD- 2 . 9 29 ,
5SH25.*786, SS -4t,2.4, F(1,13)-7.6-.4, v 0171. All of the cues in the
first cluster EA slgnificanaZ; h4Nr mean usefulness ratings than each
cue in the secc-d cluster.

The mean usefulness ratings obtaiz'r(A in Experiment 2 are compara-ble
to those obtained in Experiment 1. In both experiments, IFF, HQ ID, and
Corridor had the three highest mean ratings and Heading, Pop-Up, and Dis-
tance had three lowest mean ratings. Jamming and Messages had higher mean
ratings, and Speed and Altitude had lover mean ratings in Experiment 2.

In addition, the rank-order of mean subjective ratings for IFF, HQ
ID, Corridor, and Pop-Up matches that obtained in the information-
processing analysis. In the latter, however. IFF and HQ ID each had sig-
nificantly higher mean values than Corridor.

Ve now turn to a discussion of the results of the Fort Bliss experi-
ments in Section 4.0 of this report.
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4.0 CONCLtJSIONS

Our research investigating the relative effectivenes3 of alternative
human-machine allocation schemes has, in large part, been guided by two
information-processing principles resulting from cognitive psychological
research under high-workload conditions:

(1) Decision makers should focus their attention oe, those cases
that require their attention. Other cases should be delegated
to others (people or machines) who can solve them.

(2) Given that people are focusing on thD oases needing their at-
tention, they need to use an appropr.te information-processing
strategy to solve these cases.

These principles were supported Wi the Phase I research; under high
workload, only the uscreening" condition made participants primarily attend
to che unresolved targets and, to a lesser extent, more heavily rely on the
"extra cue.* These principles were supported In the Phase II research.
particularly in the second Fort Bliss experiment; under high workload, the
best performance was achieved by adding an allocation (i.e., rule-creation)
capability to the screening and override interfaces, respectively, thereby
permitting participants to gather more information and take longer to ex-
amine those targets requiring their attention. Both phases of our research
demonstrated that when successfully implemented, cooperative problem-
solving approaches between the person and the machine were significantly
more effective than the manual only" or tOotally automated' approaches to
solving complex inference tasks.

The above *basic principleas have been one component guiding our ef-
forts to expand the "screening' condition in Phase I Into more collabora-
tive human-machine allocation schemes for Investigation in Phase II. A
second component has been the development of a more £und~amntal theorotical
understanding of the .sychological mechanisms und~rlying human-cputer
perfornance. This second thrust makes possible a more integrativa, more
gonerali~able, and more quantitative design techrwlog" than accumulatlin
isolated, albeit powerful, principles by permitting one to model
informAtion-procassing strategies. Sy successfully Ukling models of
info ation-processing strategiar to perfrmance with differet huWin-
machinf interfaces, we have noved toward the long-term goal. of which the
current research progr= is but a small part. of daveloping cognitiVe
humxan-factors technology that is a theory-based, quantitative methodology
for predicting human-computer system performance undcr dWerse cooditions

In presenting the results of our experiments in Sections 2.0 and 3.0
of this report, we have stayed. so to 4paak. very close to our fat. In
closing this report. however. we attempt to general:.e Eroe our control" d
experiments to the real-vorld Army environment. Ve. of coursc, do sc vith
aoee trepidation and urgings of caution, for additional exerieental
research directed toward developing models of infor•ation-prece-rirng
stroteri-s is required before achieving our "no-tem goal of developing
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"cognitive human-factors technology. We fully appreciate, however, the need
to relate our findings to ongoing requirements of personnel designing
person-machine interfaces in air aefense and other Army domains. There-
fore, Sections 4.1 and 4.2 of the report discuss the results of the experi-
ments from the perspective of (a) developing guidelines for human-machine
interfaces and (b) extending both the findings and broader theoretical and
methodological approach to other Army domains, respectively.

4.1 Toward Guidelines for Human-Computer Interfaces

The theoretically-based rosearch performed to date supports the fol-
loding guidelines for constructing human-computer interfaces for performing
tasks involving the identification of a large number of objects (e.g.,
aircraft) under conditions of (a) high workload and (b) high uncertainty,
because all the data are not resident in the computer's database.

1. Design the interface to support cooperative problem solving be-
tween the human and the machine. Do not develop "manual only"
or "totally automated" systems.

2. Embed "identification" rules in the computer to give it the
capability to solve "easy" problems not requiring the
operator's attention. If the workload is excessively high,
then implement some type of screening mechanism to bring
"difficult" problems to the operator's attention. It is impor-
tant to point out that both objective and subjective workload
measures indicated that workload was not excessively high with
the override interface in the two Fort Bliss experiments,
whereas it was too high in the Phase I experiment. Therefore,
the workload required by different interfaces needs to be con-
sidered from a cognitive perspective.

3. If possible, develop a flexible interface that permits the
operator to develop rules for allocating (cognitive) tasks to
the computer because this significantly imp,.-ves performance.
It is important to note that this capability was used exten-
sively in the second Fort Bliss experiment prior to initiation
of the problem runs, but not often once aircraft began ap-
"prodýhing the air defense sector. Again, the workload level
for this interface needs to be seriously considered if this in-
terface is to ba used "on-line."

4. The interface designer needs to give serious consideration to
task characteristics. Our research indicates that interfaces
(such as the "screening" interface) that are designed to focus
attention on certain types of tasks (e.g., targets with initial
diagnosticity <.6) may cause operators to examine more informa-
tion about those tasks and thus take longer to solve them,
perhaps to the detriment of other presumably easier tasks
(i.3., targets with initial diagnosticity 2.6). Therefore. the
designer needs to give serious consideration to the charac-
teristicr of the task environment (e.g., the distribution of
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targets with various initial diagnosticity probabilities).
Through pilot-testing efforts, the designer can develop
information-processing models for different types of inter-
faces, and via simulations., predict the anticipated performance
levels for different, but expected, distributions of task
characteristics.

5. Designers need to consider procedures for reducing the cogni-
tive workload and speeding-up the information-processing time
associated, on the average, with both the screening and the al-
location capabilities. These capabilities resulted in the best
performance in the second Fort Bliss experiment, but it appears
that operators Also expanded the task to the time available.
Since even better performance was attainable in our task,
faster information-processing with the screening and allocation
capabilities may have resulted in even better performance with
these interfaces.

6. The designer should assume that expert operators have a hierar-
chical (or ordered) sequence of cues (based on cue diagnos-
ticity) that they go through to process information. The ex-
periments with actual air defenders suggest that operators do
no, use a "majority-of-confirming-dimensionc" strategy to
p -. 9. -, information unless, of course, (a) the values of dif-
freýtit cues are contradictory and they are forced to count
'pros and cons," or (b) the environment is such that the cues
need to be equally weighted to achieve the best prediction.
Again, all of this emphasizes the importance of understanding
and modeling the human's information-processing strategy in or-
der to best design the human-computer interface.

4.2 Impllcations for Army Co_r_.and and Control

4.2.1 Gpvlcations. The concept for an integrated Army Com-
mand and Control System (ACCS), previously called SIGMA-STAR, will link
five battlefield functional areas: maneuver control, fire support, Air
defense, intelligence and electronic warfare (IEU), and combat service sup-
port The Army is presently engaged in a significant upgrade of the sys-
tem, with the intent that a 3ingle system would be procured for each of the
%bove five elements. Each of these systems will provide for comunication
and data-sharing among the various nodes within each cf these elements. as
well as some data-sharing and communication between elements. Each of
these systems, in effect, represents & distributed database capability with
manager (commander) interface support. Systems such as the Mobile Sub-
scriber Equipment (KSE) will link the mýssion areas wiSh secure Jam-
resistant communications provided by a comprehensive C network of mobile
radios, switching centers, and telephones.

1he results of the Phase II experiments in the air defense mission
area strongly suggest further experimental applications in the other four
areas. In the area of maneuver control, a commander must effectively con-

S•: tactical elements, he must know where they are located and must
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have a means by which to talk to them even in an enemy electronic counter-
measure environment. ACCS will permit battlefield commanders to receive
real-time combat data such as troop maneuvers and general battlefield con-
ditions. New capabilities, such as the Enhanced Position Location Report-
ing System (EPLRS), the Joint Tactical Information Distribution 9vstem
(JTIDS), and the Maneuver Control System (MCS), are currently being
developed and fielded. Additional new capabilities may be provided by con-
cepts such as remotely piloted vehicles (RPVs) and robotics (e.g., the
Teleoperated Mobile Anti-Armor Platform (TMAP)) which will offer the com-
mander new opportunities for data gathering, analysis, and even tactical
operations. The increased information available to the tactical battle
manager, much of it time-sensitive, has the potential to overwhelm his
decision-making capability. This information includes friendly unit loca-
tion updates down to platoon-sized elements, terrain and other battlefield
conditions, and reported enemy positions. Maneuver control includes both
.eal-time decision makin% on the maneuve: activities of ground forces as
well as longer-term considerations that may range from hours to days. A
maneuver control decision aid which allows the commander to operate in the
screening or override modes may improve the quality of decisions.

Fire support applications are very similar to the air defense
problem. Fire support involves use of surface-to-surface missiles, ar-
tillery, and close-in support resources against enemy forces in support of
maneuver units. Fire planning involves assessing enemy activities, pre-
dicting target types and locations, and allocating forces against the
highest payoff targets. Larger numbers of ground targets will be available
to the fire support element because of increasing target acquisition
capabilities, including Joint Surveillance and Target Attack Radar System
(JSTARS), Advanced Field Artillery Tactical Data System (AFATDS), Quick
Look, Guardrail, and Position Locating Strike System (PLSS). As in the air
defense application, tentdcive target identifications are made using mul-
tiple sources end "cues" The decision maker must select target
priorities, assign weapon systems for interdiction (target distribution)
and coordinate airspace and ground spate.

Intelligence and electronic warfare (IEW) applications are also pos-
sible. The Joint Tactical Fusion Program is developing an all-source,
real-time intelligence capability for the commander, but the advantages of
such a system may be lost without a complementary decision support system.
In particular, the development of order of battle and the intelligence
preparation of the battlefield could be automated. The Order of Battle
technician is particularly susceptible to make errors in judgment as infor-
mation is coming in faster than he can evaluate it.

Finally, the combat service support mission area holds applications
possibilities. The new Tactical Aray Combat Service Support Computer Sys-
tem (TACCS) will support personnel functions in battalions anO the main-
tenance and supply operations of direct support units. Systems such as the
Logistics Application of Automated Marking and Reading Symbols (LOGMARS)
offer the opportunity for real-time equipment management, and will feed
directly into TACCS which will allow the Army to operate from a single
database during peace and war. However, de-isions about difficult systems

--- .. .. as inventory control, shipping and routing, personnel re-
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placemeit requis!tioning and allocation of medical resources must still be
made by staff officers supported by such systems. An automated system
which can help make these decisions subject to "allocation" rules as well
As tc screening or override assistance to the human operator may improve
the timeliness and quality of the decisions.

4.2.2 Additional testbed annlication. As indicated above, there are
potential applications for the results of Phase II in each of the other
battlefield functional areas. Based upon the criticality of need, state-
of-the-art in fielded systems, and projections for new equipment, thk.
thte~ligence/EW area appears to be the most appropriate choice for an addi-
tional testbed for the findings of this effort.

Intelligence support of the command and control (C2 ) function is a
key ingredfent in achieving a decisive edge on the battlefield. The serv-
ices have the need for an intelligence processing system that can collect
all available intelligence, mold it into a total look at the battlefield,
and present it to intelligence officers and commanders to support decisions
rapidly. To that end, the Army and Air Force have initiated a program
called Joint Tactical Fu-ion (JTF) that will allow the commander to seize
the in~tictiv- by aetter understanding enemy intentions. The problem of
tactical fusion is to transform a continuous stream of literally thousands
of coil,..ction reports into a list of military units and their locations.

The maj-: components of JTF are the Air Force's Enemy Situation Cor-
reL;tion Element (ENSCE) and •he Army's All Source Analysis System (ASAS).
Together, these -ystwis operating as JTF will form the focal point for con-
duct of the AirLand Battle. The complete system is expected to be avail-
able in 3-4 years, but some c.imponents are already being readied. Software
programs should be completed and ready for testing in 1988.

JTF is not designed to process raw data, but rather to accept as
standard messages, information r.om various collection and analysis
agencies. It is clpable of accepting :eports from any of the tactical or
national systems such as Joint-Stars, NSA satellites or remote sensors.
JTF will be able to integrate and correlate intelligence from communica-
cions, huwan, imagery, or twissions sources and develop a coherent estimate
of enemy potential. It will also contain organization4l, situational, and
doctrinal templates for enemy forces tha. will allow analysts to estimate
enemy capabilities And intentions based upon past performance.

The role of the human analyst in JTF remains critical since JTF is
not designed to replace the intelligence analyst or the commander. At
present, intelligence stiffs are ove-loaded with information, particularly
during perioda of hesvy combat; deal with multiple inputs from many sophiz-
cicated sources; are under considerable time stress as the battlefield
statts changes rapidly; and are involved in hlgh-stakes tasks sinc'e the
commander's decisions rely heavily upon intelligen-:e input. Rei.ognizing
that these are the same characteristics that made the air defense func-
tional area an appropriate choice for the Phase I and Phase II testbed for
the effort, we suggest that the JTF arena is an appropriate testbed for
further testiag and validating of our conclusions.
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At present, intelligence staffs are overwhelmed by manual operations.
Reports must be sorted manually, analysis has little automation support,
and there is only a modest degree of standardization across reports.
Databases are extensive, and searching..for key pieces of information is
time-consuming, difficult, and often redundant. Multiple sources often
provide conflicting or overlapping information, and correlation is a dif-
ficult task. Under JTF, many of these problems will be solved, but based
upon our findings in Phase II, we believe that it would be more efficient
if JTF included some of the guidelines for human-computer interfaces dis-
cussed in Section 4.1.

Of particular interest within the intelligence area is the order of
battle (OB) analyst. Order of battle analysis produces an assessment of
the identification, strength, command structure and disposition of the per-
sonnel, units, and equipment of the enemy military force. This is typi-
cally expressed to the commander in terms of an analysis of enemy probable
courses of action based on collated order-of-battle information. The OB
analyst receives information from a variety of sources and has access to
numerous intelligence databases. He makes use of doctrinal templates (how
does the enemy like to fight if unrestricted by terrain), situational
templates (terrain constraints are applied), event templates (conditions
and events to assist in collection planning), and decision-support
templates (to match intelligence needs with tactical decision points). He
must consider the following OB factors: composition, training, disposi-
tion, logistics, strength, combat efficiency, tactics and miscellaneous
data. The OB analysts must deal with extensive reference material to in-
clude:

OB handbooks - background data on political structure, tactical
doctrine, and military organization;

OB books - compilations of current intelligence which present com-
position and disposition of forces;

installation handbooks - detailed information on all military instal-
lations;

miscellaneous references.

The OB analyst is responsible for preparing and maintaining the OB
workbook, situation maps, card files, personality files, qtrength
workshoets, and for evaluation and interpretation of all OB elements.

Under the JTF program, the OB analyst will be greatly supported by
automated systems. But many issues must be resolved that relate directly
to the Phase II research results:

1. ThA interface should be able to support cooperative problem
solving that does not rely 3olely on the hkuman or solely on the
automated system. For example, in a fully manual state, the OB
analyst would receive unprocessed data from numerous sources
(e.g., from corps HQ's report that enemy heavy bridging is
"uoving forward in the vicinity of grid coordinates MB8634; from
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surveillance satellites, nuclea:-c~pable SCUD units have been
sighted within 20 km of FEBA). He must manually examine each
piece of data, determine its accuracy and the reliability of
the source, and infer the implications of the data. For a
fully automated mode, all data is directly inputted to the com-
puter which processes and analyzes the information and draws
inferences. Both the human and the computer have qualities
that the other lacks. The human can visually correlate intel-
ligence reports to terrain features or maps in a way that the
computer cannot. The computer, however, can sort its way
through masses of intelligence reports that the OB analyst can
not possibly complete. A cooperative system could merge the
advantages of both.

2. Rules need to be embedded in the system to allow it to solve
problems not requiring the OB analyst's attention. These rules
can be based on the templates described above and can be ex-
tended to include situational issues. For example, if the goal
of the situation assessor (with the help of the OB analyst) is
to identify and locate enemy units on a mat as a function of
intelligence reports, a prototypical system with an override
capability could perform as follows:

In"elligence summary reports (INTSU~s) are received as shown
below:

1. Enemy anti-tank gun sited in dug in position in vicinity
of MB 8672.

2. Combat patrol engages threat platoon in hasty defensive
position, vicinity of MB 8651. The position had incom-
plete overhead cover, and communications trenches were
being built.

3. Enemy patrol sited vicinity KB 8942 emplacing mines by
hand.

The OB analyst uould attempt to use this information to iden-
tify type and location of enemy units. He then would work in
conjunction with the situation assessment analysts to determine
enemy capabilities and intentions. Together they could use the
computerized system to assist the intelligence analysis
process.

The computer would have a set of embedded rules and templates
for various organizations, doctrine, and tactics. For example.
a template for a deliberate defense might include:

Deliberate defense:

is used to retain terrain;
makes heavy use of anti-tank guns in dug-in positions;
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is structured to include a security zone and defensive
bolts;
makes extensive use of mines placed by hand and overhead
coverag!. ..

The embedded rules would include an inference systam such as
the Shaferian models used in Phase II, a Bayesian structure, or
some other approach to quantifying uncertainty. This would
enable the computer to look at the INTSUMs and derive a conclu-
sion such as there is an 850 chance that the enemy intention is
to prepare a deliberate defense.

In many cases, the indicators are clear and the resulting in-
ferences have a high degree of credibility. However, in others
there are conflicting reports making the picture less clear.
For example, if the INTSUM report referred to above also indi-
cated that heavy bridging was moving forward (an indicator of
attack), there would be conflict in assessing enemy intentions.
In this type of situation, the computer could use a screening
condition to alert the OB analyst that further assessment is
needed.

3. The interface of the OB analyst and his portion of JTF should
be flexible enough to allow the OB analyst to develop rules for
allocating tasks to JTF. The designer of the interface must
carefully focus on the information-processing models used by
the OB analyst on a variety of tasks. Some OB analysts focus
on movement of artillery as the major indicator of enemy in-
tent. Others look more closely at the actions of the combat
service support elements as being more diagnostic. Still
others will prefer to focus on the maneuver units. The results
of Phase Ii indicate that an interface is needed that allows
the in-dividual analyst to tailor the way the system operates to
his own cognitive style. The interface might allow for user
preferences in knowledge representation to include scripts.
frames, mental models, and production rules. For example, the
user might specify the production rule:

IF high activity in rear area and
high activity is newly detected, and
other units not moving rearward,

THEN determine that new unit has entered
rear area.

The system then correlates new intelligence inputs with the em-
bedded knowledge base. Since the diagnosticity of the various
indicators may be situation-dependent, provision should be made
for the user to modify the quantitative factors in the model ns
appropriate. Unlike the air defense situation, the factors in
this case would probably not change more frequently than once
every 24 hours.
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In attempting to apply the findings of Phase II to the OB analyst and
JTF, a simulation on the IBM-PC could be developed that represents the OB
analyst/JTF link. Since JTF is not fully fielded, its projected major
characteristics could be emulated to included analysis capabilities,
database access, and presentation of output. A prototype of the JTF is
scheduled for user evaluation in December 1987 by the 552nd Military Intel-
ligence Battalion at Fort Hood, Texas, and that prototype could serve as a
model for the teetbed. If the evaluation is successful it might be
feasible to use the prototype itself as an experimental vehicle.

The research would address the same issues for the OB analyst that
were addressed in the air defense testbed.

What Is the Impact of workload on human processing of Information?
The OB analysts would have to perform their tasks under varying con-
ditions of time stress, workload (in terms of pieces of information
needing processing and degrees of conflict of information).

What is the impact of allocation schemes that represent cooperative
problem solving? The system could be made to operate in (1) a manual
mode in which the computer serves only as a link to pass data; (2) an
override mode in which the computer processes data to make OB assess-
ments, presents them to the OB ana)yst, and allows him to override
these assessments, and (3) a screening mode in which the r•omputer
brings to the attention of the OB analyst conflict situations regard-
ing enemy intentions/capabilities.

How do flexible allocation schemes compare with fixed ones? In the
fixed schemes, the OB analyst and computer eacth has pre-set roles for
allocation of tasks. In the flexible scheme, the OB analyst may vary
the computer contribution as a function of the situational variables.

We would anticipate conducting controlled experiments regarding the
relative effectiveness of alternative human-machine allocation schemes with
actual U.S. Army OB analysts. This could be done in conjunction with the
JTF user test at Fort Hood, or at Fort Huachuca at the intelligence school.
We anticipate that the results of the psychological research would be use-
ful in the final design of the human-machine interface for the O portion
of the JTF.
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APPENDIX A

INSTRUCTIONS DESCRIBING THE PARTICIPANTS' *BASIC JOB"
AND THE AIR DEFENSE TESTBED

A.1 Puroose of Study

The study you are taking part in is designed to help the Army learn
how to design future air defense systems so that they efficiently allocate
tasks between the person and the computer under different levels of
workload.

A.2 Your Basic Job

You will be the tactical control officer (TCO) of a proposed air
defense system and must decide which of the aircraft approaching you are
friends and which are hostiles. You will see a "radar" picture of the sec-
tor you are responsible for defending, and--on another portion of the
screen--you will find a variety of information that, in addition to the
radar display, will help you make identification decisions. Your job is to
accurately identify incoming aircraft so that as many enemy aircraft as
possible are shot down and that as few friendly aircraft as possible are
shot down. Do not think in terms of "weapons tight," "weapons hold," or
"weapons free." Instead, think oniv of "correct identification."

Figure A-1 shows what the radar screen looks like. You are located
at the bottom, where the two straight lines come together. The whole pie-
slice-shaped area is the area yov. radar can see. You are protecting two
friendly assets. In addition, there are two safe-passage corridors for the
movement of friendly aircraft. These corridors are outlined in blue.

The "U" shaped figures on the screen represent the location of UN-
KNOWN aircraft. These aircraft have not been identified as either fricnds
or hostiles. Aircraft will fly at different speeds and altitudes depending
on whether they are bombers, fighters, or helicopters. Aircraft may appear
at the extreme top or sides of the screen or they may "pop-up" within the
sector if they had been flying at an altitude below radar detection. If
they pop-up, they may do so "close" to you or, along the FEBA. Aircraft may
be outside or inside a safe-passage corridor. Aircraft that are close to
tha edge of the corridor are classified as "inside" if they trace the edge
of the corridor. If inside a corridor, they may be flying within the al-
titude and speed parameters set for the corridor or not. The acceptable
corridor altitude ranges from 2,000 to 10,000 feet: the acceptable corridor
speed is 700 kzlots or below. In all cases, the aircraft will move either
toward you or the sides of the sector; never toward its top. You may use
pop-up criteria, together with your other ID means, to determine if an
aircraft is friendly or hostile. Unfortunately, there has been heavy enemy
jamming in the area of the corridor entrances and it has been L.possible to
use the corridor entry point as a reliable ID criterion. Both friendly and
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Figur,' A-1. The radar screen and basic symbols.
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hostile aircraft have been appearing for the first time well within the
corridor.

To perform well, you must correctly identify the type of as many
aircraft (i.e., friend or hostile) as possible before they go off the radar
screen. Aircraft will go off the screen when they have reached the sides
of the sector or when they are 40 ka from your positio ., which is the
closest range ring from your position. Since your task is "aircraft
identification," you are responsible for, and scored on, all targets within
the FEBA, even though your engagement capability extends only to the 2nd
range ring. Figure A-1 shows the symbols for different types of targets.
A black "U" represents an "unknown;" a circle represents a "friend;" a
diamond represents a *hostile." A "hexagon outline" represents a target
that has been engaged by the system. Jammers are indicated by the symbol
shown in Figure A-1.

You will receive 5 points for each correctly identified target,
either friend or hostile. You will receive no points if you identify the
target incorrectly or if you leave the target as UNKNOWN. Your goal is to
maximize your poiut total. To help you, you will be given feedback on how
well you are doing every minute. This feedback is presented in a box in
the lower left-hand portion of the screen. During an attack phase, it will
tell you what proportion of friends and hostiles you identified correctly,
incorrectly, or left as unknown when those aircraft left the screen. If a
high proportion of friendly aircraft is identified incorrectly, that means
you are identifying too many friends as hostiles. Consequently, you should
examine aircraft on the screen that are identified as hostile more care-
fully because some of them may be friends. In contrast, if a high propor-
tion of hostile aircraft are identified incorrectly, you should examine
aircraft cn the screen that are identified as friends because some of them
are probably hostiles.

At the'end of an attack phase, the feedback box will add the propor-
tion of friends and hostiles within the FEBA you identified correctly, in-
correctly, or left unknown to help you determine how well you did for that
phase. Attack phases vary in the amount of time they take. So. make sure
to correctly identify as many friends and hostiles within the FEBA as you
can throughout each phase. Remember. you get 5 points for each aircraft
you correctly identify, and no points for targets you incorrectly identify
or leave as "unknown."

Once you "book" a target, its track V will appear at the top of the
radar scop, as shoan in Figure A-2. In order to identify a target or ob-
tain more infor~ation abour it. you must first 'hook" the target by (I)
using the mouse to gude a turaor t,% the target, and (2) pressing the
mouse's left-hand button. Only one target cn, be hooked at a time; the
target number appears at the top of the right-hand half of the screen.
"Hooked targets" are represented by a square on the radar screen. iLj
are tryingS to hook a 2 eont.or more targets. keen
S3e mouse button dOP until the one you want As2ear1 in the bqy.are. You
can then make your identification of the hooked target by using the mouse
to guide the cursor to one of the three *IDO buttons in the upper portion
of the left-hand half of the screen, as shown in Figure A-2. If a hooked
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target leaves the screen before you have made' your identification, the
track # will be replaced by "No Target" at the top of the display; simply
proceed by hooking another target.

You can use the other "buttons" on the top-half of the screen to ob-
tain more information. In particular, you can find out whether the target
"popped-up" (POPUP button); whether it's "in" or Oout" of the corridor
(CORR button); or its speed (SPEED button), distance (DIST button), al-
titude (ALT button), and heading (HEAD button).

There are two buttons labeled OIFF CHAL" and "HQ ID REQ" In the upper
portion of the main display. You can gather new information about an
aircraft by pressing these buttons. OIFF CHAL" stands for "IFF Challenge."
which is sending an electronic interrogation signal to which friendly
aircraft can respond automatically unless their equipment has malfunc-
tioned, they do not have an IFF transponder, or their codes are set im-
properly. In typical air defense systems, multiple targets can be chal-
longed simultaneously. In the system you will be using today, an IFF chal-
lenge can be placed only against the "hooked" target. The "HQ ID REQ" but-
ton is used for you to contact higher headquarters (HQ) to ask them for the
identification of the hooked target. The answer to your request will ap-
pear to the right o' the button. If you receive "UNKNOWN" in response,
this means that headquarters does not know the identification of the
aircraft; consequently, you'll have to identify it on the basis oZ other
information. Figure A-2 shows you all the information for the "hooked
aircraft" in tho right-hand safe-passage corridor.

You should give serious consideration to other available information
about a target before using the "IFF GHAL" a~xd OHQ ID REQ" buttons. Per-
forming an IFF challenge in the "real worldo opens you to exploitation
(i.e.. attack) by enemy aircraft. To represent this situation, you will be
exploited 10% of the times you issue an IFF challenge. If you are ex-
ploited, you will lose 10 points: you will be notified in the lower left.
hand corner of the display. Requesting an WHQ ID" takes time to perform in
an actual air defensc environment. To represent this, it will take 4
seconds for you to get a response to your request. During this tima you
can get informazion about the hooked target, but you can not hook another
target. If you perforo an "IFF CRAL" or request an HQ ID for a hooked tar-
get. you can recall the information from your database at a later time
without incurring a point or time penalty. This is done by rehooking the
target and hitting the 0lFF0 and 1iQ buttoks located beneath the *SPED"
and "COR buttons.

T]o Other Pokirs. First, you will sometimes raceiv* important Infor-
mation from headquarters about certain targets. This infornation will ap-
pear in the KESSALE box. For *.xample, a massage night look as follovs:

(1) Hostile Gr" Profile
(1) Fopup-No:Corr-Tvo out
(1) Alt-II.0OOSpeed-1200,

The number in the parentheses indicates that this is Hessage *1. *Hostile
m . eans t the -essne describes a groupof targets thatats
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known to be hostile. "'Popup-No:Corr-Two out" tells you that the hostiles
did not pop-up and that, although they can be in both corridors, their speed
and altitude do not match the parameters of the safe-passage corridors. In
particular, the hostiles have an altitude of approximately 11,000 feet and a
speed of approximately 1200 knots. No friendly aircraft are at that al-
titude and speed specified in the messages. The message is in effect for no
more than ten minutes, depending upon how long it takes the hostile group to
leave the radar screen. (Note: After those ten minutes, friendly aircraft
may appear at the altitudes and speeds identified in the message.)

You may want to look at your message box frequently, particularly
before hitting the "IFF CHAL" and "HQ ID" buttons to help you identify tar-
gets Remember, there is a p~.nt (i.e., "exploitation") penalty for per-
forming an IFF challenge and a time penalty for requesting an HQ 1D. You
can click on the up-arrow and down-arrow to scroll up and down the message
box (see Figure A-2).

Second, in a typical air defense system, you would have to acknow-
ledge orders from higher headquarters. We have represented these orders by
a light in the upper right-hand corner of the radar display. It is labeled
"RL" in Figures A-1 and A-2. This light will go on throughout the session.
It will stay on for 3 seconds. You must acknowledge it as fast as pos-
sible; if you fail to respond within 3 seconds, you will lose 2 points.
When the light is red, you must acknowledge by pressing the middle button
on the mouse. When the light is green, you must acknowledge by pressing
the right-hand button on the mouse. The buttons are color-coded. You will
obtain 1 point every time you respond :orrectly within the time limit. You
will lose 2. point if you respond incorrectly, and 2 points if you fail to
xcspond in time.

Your total "running" score will appear at the bottonp of the feedback
box in the lower left-hand corner of the display. The total score is a
function of (1) the number of aircraft you identify correctly, (2) the num-
ber of points you lose through the exploitation of your IFF challenge, and
(3) the number of points you gain or lose through your acknowledgment of
the response light. The worst possible score you could ebtain at the end
of an attack phase is -400 points; the best possible score is +1500 points.

A number of cues are available to help you distinguish between
friendly and hostile targets. Some of the cues are better discriminators
than are others. The table below tells which cueG are the strongest in-
dicators and which have a lot of uncertainty associated with them. This
'ible applies under normal circumstances--you may receive messages from

time to time which indicate situations where the values do nou apply.
Remember that there are in general more hostile than friendly targets.

Cues Indicating FRIEND Cues Indicatingt| F on-Oefinltive
Value Strength Value Strength

IFr Positive Very Strong Corridor OUT Strong No I0 Unklnom
NO ID Friend Very Strong NO ID Hostile Strong Popup (aLl values)

Corridor IN Strong Jaoer Strong .on*J r
'-t*o- "e* (it Moderate IFF Ko Response Moderate Corridor Two Out
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A.3 Final Instructiqoi.

Please reread these instructions if anything is not clear and ask any
questions you have before beginning. There will be practice sessions
before we begin the actual session. In order to do well, you will need to
pay attention to anything and everything that might help you make deci-
sions. Please do as well as you can. The results of your work will remain
anonymous and have no purpose other than this experiment.
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APPENDIX B

THE "SYSTEM CAPABILITY" DESCRIPTIONS
FOR THE MANUAL, OVERRIDE, AND SCREENING INTERFACES IN EXPERIMENT 1

B.1 Manual

This system keeps track of all the information about all the targets,
but you must perform the identification task. When performing the iden-
tification task, remember that some aircraft will be easier to identify
than others. Some aircraft will have conflicting information. As an ex-
ample, an aircraft might be (a) jamming, which suggests it's hostile, but
(b) giving a positive IFF, which suggests it's friendly. You can review
the information about an aircraft by clicking on the appropriate buttons.
In addition, you can perform an "IFF CHAL" or "HQ ID REQ" subject, of
course, to the point and time penalties described in the previous section.
The system .':- not make any ID decisions. It is up to you to consider the
available in+.rmation and ID each target.

B.2 Override

This system keeps track of all the information about all the targets,
and helps you perform all the actions described above. The system also
makes an initial identification of all aircraft based on (a) whether (and
where) it popped-up, (b) whether it's in the corridor or not, (c) whether
its speed and altitude meet the corridor parameters if it's in the cor-
ridor, and (d) whether or not it's a jammer. Aircraft initially identified
as a friend are represented as black circles. Aircraft initially iden-
tified as hostile are represented as black diamonds. All jammers are ini-
tially identified as hostile. Note that the system does not have access to
messages from headquarters on an HQ ID, and it can not initiate IFF chal-
lenges.

Sometimes an aircraft has conflicting information. For example, an
aircraft might be (a) jamming, which suggests it's hostile, but (b) giving
a positive IFF, which suggests it's friendly. Therefore, certain aircraft
are easier to identify than others. The system will do the best it can for
each initial identification. You can review the information the model used
to identify an aircraft by hitting the appropriate buttons. In addition,
you can perform an "IFF CIIAL" or an "HQ ID REQ" subject, of course, to
point and time penalties, respectively, described previously. The results
of an IFF challenge will go directly into the system, and the system will
use the results to review (and perhaps change) its identification.
However, the system can not make direct use of the information contained in
messages from headquarters, or to the response of an HQ ID. Consequently,
it is quite possible for you to improve on the computer's ID results since
you have access to information that the computer does not.

Unless you change the system's identification, it will represent your
•:• atoin -han the aircraft goes off the screen o, if the aircraft is
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within the FEBA, when the attack session ends. If you make changes, they
will be color-coded. In particular, a blue circle will represent an
aircraft you identified as friend; a red diamond will represent an aircraft
that you identified as hostile. If you change an identification to
"unknown," because you want to identify another aircraft before deciding,
it will be represented as a green U. Remember, however, that you do not
get any points for aircraft identified as "unknown."

Finally, in certain cases where aircraft move into the corridor or
out of the corridor, the machine might change an identification you made
from hostile to friend, or vice versa, This could be either a good or bad
action. It could be a good action if, for example, you made an identifica-
tion before an aircraft entered a safe-passage corridor and, after the
aircraft entered the corridor, the machine took this information into ac-
count. It could be a bad decision Uf the machine changed an identification
you made on the basis of an HQ ID. Remember, the machine does not have ac-
cess to the results of an HQ ID. If you identified a target as a friend on
the basis of an HQ ID and the aircraft left the corridor for whatever
reason, the machine could incorrectly change your identification. Whenever
the machine changes an ID you made, a message will appear in the message
box informing you of this change. You can 'click' on this message with the
mouse to hook this target. Consequently, pay attention to "ID changes" on
the few occasions they occur.

B.3 Screenina

This system keeps track of all the information about all the targets,
and helps you perform all the actions described above. The system also
makes an initial identification of all aircraft based on (a) whether (and
where) it popped-up, (b) whether it's in the corridor or not, (c) whether
its speed and altitude meet the corridor parameters if it's in the cor-
ridor, and (d) whethor or not it's a Jammer. Note that the system does not
have access to messages from headquarters or an HQ ID, and it can not in-
itiate IFF challenges. On the basis of information it does have, the sys-
tem uses a blue circle to identify aircraft that clearly appear to be
friends; it uses a red diamond to identify aircraft that clearly appear to
be hostile. If'the system is less certain of its identification, it uses a
black circle to identify "questionable friends" and a black diamond to
identify "questionable hostiles." By "questionables" we mean there is not
enough information to firmly ID, but the evidence is more in favor of one
type or another. The color black means there is no conflicting evidence.

Sometimes an aircraft has conflicting information. For example, an
aircraft 6ight (a) be jamming, which suggests it's hostile, but (b) giving
a positive IFF, which suggests it's friendly. The system uses the color
"purple" to identify aircraft with conflicting information. A purple
circle represents an aircraft that is a "questionable friend" because of
conflicting information. A purple diamond represents an aircraft that is a
"questionable hostile" because of cGnflicting information.

If, either because there is not enough information or the information
",• •^-"'^'ing, the system is unable to identify the aircraft on the basis
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of its initial information, the system will classify the aircraft as an
"unknown" (a black U). Often, however, the system will indicate a "highest
priority unknown." This is the target that, in the system's opinion, is
the most important to ID next. The priority rating is based on the amount
of uncertainty, the amount of conflict, and the aircraft's "time to nearest
friendly asset.m This unknown (U) will have a purple, solid circle around
it. In addition, its identification number will appear at the top of the
message box. You can hook the "highest priority unknown" by either (1)
clicking on its identification number in the message box, which hooks it
automatically, or (2) hooking it just like any other aircraft.

The system will do the best it can for each initial identification.
And, unless you change the ID provided by the system, you will be scored on
the basis of the ID made by the system when the aircraft goes off the
screen or, if the aircraft is within the FEBA, when the attack session
ends. You can review the information the model used to identify an
aircraft by hitting the appropriate buttons. In addition, you can perform
an "IFF CHAL" or an "HQ ID REQ" subject, of course, to the point and time
penalties described previously. The results of an IFF challenge will go
directly into the system and it will use it to review (and perhaps change)
its identification. However, the system can not make direct use of the in-
formation contained in messages from headquarters, or to the response of an
HQ ID. Consequently, it is quite possible for you to improve on the
computer's ID results since you have access to information that the com-
puter does not.

If you change an identification to "unknown" because you want to
identify another aircraft before deciding, it will be represented as a
green U. Remember, however, that you do not get any points for aircraft
identified as "unknown."

Finally, in certain cases where aircraft move into the corridor or
out of the corridor, the machine might change an identification you made
from hostile to friend, or vice versa. This could be either a good or bad
action. It could be a good action if, for example, you made an identifica-
tion before an aircraft entered a safe-passage corridor and, after the
aircraft entered the corridor, the machine took this information into ac-
count. It could be a bad decision if the machine changed an identification
you made on the basis of an HQ ID. Remember, the machine does not have ac-
cess to the results of an HQ ID. If you identified a target as a friend on
the basis of an HQ ID and the aircraft left the corridor for whai:ever
reason, the machine could incorrectly change your identification. Whenever
the machine changes an ID you made, a message will appear in the message
box informing you of this change. You can 'click' on this message with the
mouse to hook this target. Consequently, pay attention to "ID changes" on
the few occasions they occur.
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APPENDIX C

THE SUBJECTIVE QUESTIONNAIRES USED IN BOTH EXPERIMENTS

EXPERIMENT 1

QUESTIONNAIRE

Now that you have finished all the sessions, we would like your opinion
of the three systems you worked with today:

a Manual (M) (all targets appeared initially as
unknowns)

* Override (0) (computer initially ID'd) all targets as
friend or foe)

e Screening (S) (computer indicated conflict on some
targets)

Using the scales below, please answer the questions for each of the three
systems.

I. How well do you think you performed the aircraft identification task
with each system? (Place the appropriate number from the sc'ale next
to each system.)

Manual
Override
Screening

1 2 3 4 S 6 7 8 9
Very Badly Neutral Well Very
Very Very

Badly Well

2. How hard aid you have to work to perform the aircraft identification
task with each system?

Manual
Override
Screening

--------------------------------------------------------
2 3 4 5 6 7 6 9

Very Hard Neutral Easy Very
Very Very
Ward Easy
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3. How much did you like performing the aircraft identification task
with each system?

Manual
Override
Screening

1 2 3 4 5 6 7 8 9
Disliked Disliked Neutral Liked Liked
Alot Alot

4. Please indicate how each cue listed below affected your ability to
get correct ID's. Circle the scale point for each cue.

Extremely Extremely
Negative Negative Neutral Positive Positive

HQ IO
1 2 3 4 5 6 7 8 9

IF~F

1 2 3 4 5 6 7 8 9

POP-UP
1 2 3 4 5 6 7 8 9

CORRIDOR
1 2 3 4 5 8 9

SPEED
2 3 4 5 6 7 8 9

ALTITUDE
1 2 3 4 5 6 7 8 9

DISTANCE ..................
2 3 4 5 6 7 8 9

HEADING ............ .....
1 2 3 4 5 6 7 8 9

JAMMER
2 3 4 5 6 7 8 9

MESSAGES
2 3 4 5 6 7 B 9
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QUESTIONNAIRE

3. How well do you think you performed the aircraft identification task
working with the system in this phas& of the session?

1 2 3 4 5 6 7 8 9
Very Badly Neutral Well Very
Very Very

Badly Well

2. How hard did you have to work to perform the aircraft identification
task working with the system in this phase of the session?

1 2 3 4 5 6 7 8 9
Very Hard Neutral Easy Very
Very Very
Hard Easy

3. How much did you like performing the aircraft identification task working
with the system in this phase of the session?

1 2 3 4 5 6 7 8 9
Disliked Disliked Neutral Liked Liked
Alot Alot

4. Comments:

------------------
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EXPERIMENT 2

QUESTIONNAIRE

Now that you have finished all the sessions, we would like your opinion
of the five systems you worked with today:

o Manual with Allocation (MA) (all targets appeared as
unknowns unless they were identified on the basis of one of
your rules)

e Override (0) (computer initially ID'd) all targets as
friend or foe)

* Override with Allocation (OA) (all targets that were not
identified on the basis of your rules were ID's by the
computer as friend or foe)

* Screening (5) (computer indicated conflict on some
targets)

* Screening with Allocation ISAI (computer indicated
questionable 1D's on some targets that were not iD's on the
basis of your rules)

Usrng the scales teiow, rlease answer the questions for each of the f\e
systems.

I. How well do you tlink you performed the aircraft identification task
with each system? (Place the aopropriate number from the scale next
to each system.)

Manual with Allocation
Override
Override with Allocatior

Screening
Screening with Allocation

........--- ..-- -. .-- ..--- ------. --.-- _----- .. __.,,_.__..__.-..-..._..

1 2 3 4 6 7 6 9
Very Badly Neutral Well Vaery
Verv Very

Badly We-t
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2. How hard did ýou have to work to perform the aircraft identification
task with each system?

Manual with Allocation
Override
Override with Allocation
Screening
Screening with Allocation

1 2 3 4 5 6 7 8 9
Very Hard Neutral Easy Very
Very Very
Hard Easy

3 How much did you like performing the aircraft identification task
with each system)

Manual with Allocation
Override
Override with Allocation
Screeninc
Screening with Allocation

1 2 4 5 6 7 8 9

Di-.Iked Dicliked Neutral L.keo Liked
,lot Alot

4. How did the ability to establish your own rules affect your aircraft
identification performance with each 5ystem)

Manual with Allocation
Override with Allocation

Screening with Allocation

a 3 4 S 6 99
Extremelv Negative Ne. -al Positive Extremely
Negative Positive
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*

S. Please indicate how each cue listed below affected your ability to
get correct ID's. Circle the scale point for each cue.

Extremely Extremely
Negative Negative Neutral Positive Positive

HO ID
2 3 4 5 6 7 8 9

1FF
2 3 4 5 6 7 8 S

POP-UP
13 4 5 6 7 8- 9

CORRIDO R . . . . . . . . . .. . . . . .. . . .
1 2 3 4 5 6 7 8 9

1 2 3 4 3 6 7 8 9

ALTITUDE . . . . . . . . . . . .
2 3 4 S 6 7 9

D ISTANCE . . . . . . . . . . .
S 2 3 5 6 5

2 3 4 5 6 7 a 9

JAMMER
2 3 4 5 6 7 6 9

MESSAGES ---------------------------------------------------------------
2 3 4 5 6 7 8 9
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APPENDIX D

THE "SYSTEM CAPABILITY" DSSCRIPTIONS
FOR THE THREE ALLOCATION CONDITIONS IN EXPERIMENT 2

D.1 Manual with Allocation

This system keeps track of all the information about all the targets,
but you must perform the identification task unless you direct the system
to do otherwise. Initially all targets are classified as "unknown;" it is
your job to classify every target as either "frierd" or "hostile." When
performing the identification task, remember that some aircraft will be
easier to identify than others. Some aircraft will have conflicting infor-
mation. As an example, an aircraft might be (a) jamming, which suggests
it's hostile, but (b) giving a positive IFF, which suggests it's friendly.
You can review the informatLon about an aircraft by clicking on the ap-
propriate buttons. In addition, you can perform an "IFF CHAL" or HQ ID
REQ" subject, of course, to the point and time penalties described in the
previous section. It is up to you to consider the available information
and ID each target.

In this system, you can also create "identification rules" to help
you by allowing the system to ID targets meeting specified criteria. For
example, you can tell the system to identify all jammers as hostile, and
the system will do so automatically. Or. for example, you could tell the
system to automatically identify all aircraft in a safe-passage corridor
with the correct speed and altitude as friends, and so forth.

Before beginning an attack phase, you will have the opportunity to
create identification rules. The system will sLart off with the display
shown in Figure D-1. Table D-1 identifies the options for each button in
the rule-creation component of the system. For example, the POPUP button
has four options: No, Close, Feba, and Yes, The CORR button has five op-
tions: In, One-Our, Two-Out, Out, and N/A. Let's assume, for example. you
wanted to say that all Jammers are to be identified as hostile. You would
move the mouse to the JAM}/ button and click the left mouse button. When
YES comes up, indicating that you are referring to Jammers, you would then
go over to the RESULT column in the far left-hand corner of the display and
click-on "Hostile," implying that you want all jamers to be identified as
hostile. Then, click-on "Save Rule," which is directly below the "Hostile"
button to save your identification rule. The system now understands that
all jammers are to be identified automatically as hostile.

If you now click-on RULES at the top of the display, making sure to
hold down the mouse button, you will see that a rule called R6(00 has been
created. At any time you may move the mouse over R6(H) and lift your
finger off the mouse button. The values of the R6(H) identification rule
will then appear on the screen; that is, "jammers are hostile." If you
want to erase this rule, just click-on "Clear Rule" directly below "Save
Rule." As another example, if you wanted all aircraft doing everything
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Figure D-1. initiaal scroen display.
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Table D-1

Rule Work Sheet

Rule a

(A:as: FRIEND
HOSTILE
UNKNOWN

Criteria

S: NO (Target did not pop up)
CLOSE (Target popped up close to friendly asset)
FEBA (Target popped up near FEBA)
YES (Target popped up close or near FEBA)

IN (Target in corridor, speed and altitude are correct)
ONE OUT (Targe: in corridor, speed or altituCe incorrect)
TWO OUT (Target in corridor, speed and altitude incorrect)
OUT (Target not in corridor)
N/A (Targets have not reached corridor entrance)

POSITIVE (Targets that have been challenged. respond as
FRIEND)

NEGATIVE (Targets that have been challenged, no response)
NO CHAL (Targets that. have not been challenged)

UNKOWN (All unknovn targets)

0"1000
(41t•tude 1000:2000
band. feet) 000:5000

SG0O0: 10000
10000:60000
60000.

( i: 0:200
(knots) 2 00:ý4 00

400:600
600:800,
60,0: 1000

1000*

S: VES (All targets that are j•mirt)
NO (All targets that are not jaming)

I M1.N (All tazgets v~thir. L minute ffrom fierd-ly assets)
(Tine to 2 MrW1 (All targets vithin 2 winzztes from Eiendir assets))
Asset) 3 M11 (All tarrgetv vrithin 3 vinutes frou f tendlv assets)

3 :N'+ WAt targets more than 3 sinu.tes tiroe fiendly
assets)
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correct in the corridor to be identified as friend, you would do the fol-
lowing:

* click-on CORR until it reads In;
*• click-on Friend; and
*• click-on Save Rule.

Before creating a new rule, you need to select a rule number. To do
this, (1) click-on RULES, and (2) while pressing the mouse button, move the
mouse to an empty rule. Now release the mouse button. Initially rule R6
is selected for you. The first five spaces for saving rules in the RULES
box are listed under MESSAGE to indicate that these rules will be executed

* first by the system because they refer to rules you created to identify a
group of aircraft with the characteristics indicated in a message. For ex-
ample, assume you received the message below:

(1) Hostile Group Profile
(1) Popup-No: Corr-Two~ut
(1) Alt-ll,000: Speed-1200

You could create a rule that identified all these aircraft as hostile
by doing the following:

* select Rule MR!;
* click-on POPUP until it reads No;
* click-on CORR until it reads Two Out;
* click-on ALT until it reads 10000-80000;
* click-on SPEED until it reads 1000+;

- .lick-on Hostile; and
* click-on Save Rule.

This rule will be stored as MRl(H) in the Message category under the RULJES
menL. It will identify all aircraft as hostils with the above characterls-
tics. You should erase or 'clear' this rule from thd RULES menu when this
message (i.e., Message 1) disappears from the Message box because all the
hostile aircraft with these (message) characteristics have left rhe screen, "
Note that a slot exists for up to five messages; place each message in the
slot with the same number. For example, a rule for message #3 would go in
the slot labeled MR3.

You can create as many rules as you like before and during an at:tack
phase. The message rules always get executed first. The other rules-got
executed in the order that they are listed. For example, MRl (a mestage
rule) gets exe.-cuted before R6, which gets executed before RI0.
is important. If you know that you want all jammers to be hostile and any
other aircraft that are traveling correctly within a corridor to be
friendly, then the rule for jammers should come before the corridor rmle.

You can use the system's rule-creation component at any time. If you
think you would like to have certain rules saved in the system prior to
beginning the attack phase, save them now. After you have executed these
rules and are ready to begin, click-on START at the top of the display to
bt.,6, L, daLL4.k phase. This will automatically bring up the standard dis-
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play to be used for making target identifications. The attack phase can
not be stopped once it is started. You can select the RULES option at any
time during the session.

Any target not covered by a rule is identified as an unknown.. You
will be scored on the basis of the ID made by you or by the system using
youa. "les when the aircraft goes off the screen (or, if the aircraft is
within the FEBA, when the attack session ends). You can review the infor-
mation the system used to identify an aircraft by hitting the appropriate
buttons. In addition, you can perform an "IFF CHAL" or an "HQ ID REQ" sub-
ject, of course, to the point and time penalties described previously. The
results of an IFF challenge will go directly into the system and it will
use iL to review (and perhaps change) its identification. However, the
system can not make direct use of the information contained in messages
from headquarters, or to the response of an HQ ID. Consequently, it is
quite possible for you to improve on the computer's ID results since you
have access to information that the computer does not.

If you ID a target, it will be color-coded. In particular, a blue
circle will represent an aircraft you identified as friend; a red diamond
will represent an aircraft that you identified as hostile. If you change
an identification to "unknown," because you want to identify another
aircraft before deciding, it will be represented as a green U. Note that
you will receive no points for any target left unknown.

"D.2 Override with Allocation

This system keeps track of all the information about all the targets,
and helps you perform all the actions described above. The system also
makes an initial identification of all aircraft based on (a) whether (and
where) it popped-up, (b) whether it's in the corridor or not, (c) whether
its speed and altitude meet the corridor parameters if it's in the cor-
ridor. and (d) whether or not It's a jammer. Aircraft initially identified
as a friend are represented as black clcles. Aircraft initially iden-

-* tified as hostile are represented as black diamonds. All jammers are ini-
t•ally identified as hostile. Note that the system does not have access to
tessagea from hoadquarters on an 11Q ID, and it can not initiate IFF chal-
lenges.

Sometimes an aircraft .s conflicting information. For example, an
aircraft tolht be (a) Jazing, vhich suggtats it's hostile, but (b) giving
a positit IFF, which suggests itt s friendly. Therefore, certain aircraft
.are easier to•dentify then othar. tho system will do the best it can for
each Jxoital identification. You can review Ott .information the model used
to ids-ntify a; aircaft by hitting the apropris"t buttons. In adoition,
you cau perform 4n tIFF CMV2 or aw "11Q IT "-f" skbjec,. of course. ro
pioui£t arad tirepeualties. as described pre-A~usl-y. The r~sults of an 1FF
Scha1eno -.till go directly intto the stytea, and the systez -ill use th2

- reqi-s to.veview (and ptbhaps thange) ita ioenrification. .lowewr. the
* . .ystem can nor =ke direct use of the informaation containe• in mossagcs

- from hea4quarterc, or to ý-, response of an HIQ ID. Consbquently, It is
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quite possible for you to improve on the computer's ID results since you
have access to information that the computer does not.

In this system, you can also create "identification rules" to help
you by allowing the system to ID targets meeting specified criteria. For
example, you can tell the system to identify all jammers as hostile, and
the system will do so automatically. Or, for example, you could tell the
system to automatically identify all aircraft in a safe-passage corridor
with the correct speed and altitude as friends, and so forth.

Before beginning an attack phase, you will have the opportunity to
create identification rules. The system will start off with the display
shown in Figure D-2. Table D-2 identifies the options for each button in
the rule-creation component of the system. For example, the POPUP button
has four options: No, Close, Feba, and Yes. The CORR button has five op-
tions: In, One-Out, Two-Out, Out, and N/A. Let's assume, for example, you
wanted to say that all jammers are to be identified as hostile. You would
move the mouse to the JAMM button and click the left mouse button. When
YES comes up, indicating that you are referring to jammers, you would then
go over to the RESULT column in the far left-hand corner of the display and
click-on "Hostile," implying that you want all jammers to be identified as
hostile. Then, click-on "Save Rule," which is directly below the "Hostile"
button to save your identification rule. The system now understands that
all jammers are to be identified automatically as hostile.

If you now click-on RULES at the top of the display, making sure to
hold down the mouse button, you will see that a rule called R6(H) has been
created. At any time you may move the mouse over R6(H) and lift your
finger off the mouse button. The values of the R6(H) i(ntification rule
will then appear on the screen; that is, "Jammers are hostile." If you
want to erase this rule, just click-on "Clear Rule" directly below "Save
Rule." As another example, if you wanted all aircraft doing everything
correct in the corridor to be identified as friend, you would do the fol-
lowing:

* click-on CORR until it reads In;
0 click-on Friend; and
0 click-on Save Rule.

Before creating a new rule, you need to select a rule number. To do
this. (1) click-on RULES, and (2) while pressing the mouse button, move the
mouse to an empty rule. Now release the mouse button. Initially rule R6
is selected for you. The first five spaces for saving rules in the RULES
box are listed under MESSAGE to indicate that these rules will be executed
first by the system because they refer to rules you created to identify a
group of aircraft with the characteristics indicated in a message. For ex-
ample, assume you received the message below:

(1) Hostile Group Profile
(1) Popup-No: Cori-TwoOut
(1) Alt-11,O00" Speed-1200

130



4.

STASK RESULT E

QlFriend

0 Unknown (F ---- PA --

saue ruie -I- -- F -T-A

,cear rule)

._i %R %W %U

Score 'sseti Asset2]

Figure D-2. Initial screen display.
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Table D-2

Rule Work Sheet

Rule #

w= as: FRIEND
HOSTILE
UNKNOWN

Criteria

NO (Target did not pop up)
CLOSE (Target popped up close to friendly asset)
FEBA (Target popped up near FEBA)
YEF (Target popped up close or near FEBA)

IN (Target in corridor, speed and altitude are correct)
ONE OUT (Target in corridor, speed or altitude incorrect)
TWO OUT (Target in corridor, speed and altitude incorrect)
OUT (Target not in corridor)
N/A (Targets have not reached corridor entrance)

POSITIVE (Targets that have been challenged, respond as
FRIEND)

NEGATIVE (Targets that have been challenged, no response)
NO CHAL (Targets that have not been challenged)

UNKNOWN (All unknown targets)

0:1000
(altitude 1000:2000
band, feet) 2000:5000

5000:10000
10000:80000
80000+

0:200
(knots) 200:400

400:600
600:800
800:1000

1000+

S:AYES (All targets that are jamming)
NO (All targets that are not jamming)

1 MIN (All targets within 1 minute from friendly assets)
(Time to 2 MIN (All targets within 2 minutes from friendly assets)
Asset) 3 MIN (All targets within 3 minutes from friendly assets)

S&LMN+ (All targets more than 3 minutes from friendly
assets)
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You could create a rule that identified all these aircraft as hostile
by doing the following:

0 select Rule MRl;
* click-on POPUP until it reads No;
* click-on CORR until it reads Two Out;
* click-on ALT until it reads 10000-80000;
* click-on SPEED until it reads 1000+;
* click-on Hostile; and
* click-on Save Rule.

This rule will be stored as MRI(H) in the Message category under the
RULES menu. It will identify all aircraft as hostile with the above
characteristics. You should erase or 'clear' this rule from the RULES menu
when this message (i.e., Message 1) disappears from the Message box because
all the hostile aircraft with these (message) characteristics have left the
screen. Note that a slot exists for up to five messages; place each mes-
sage in the slot with the same number. For example, a rule for mcssage #3
would go in the slot labeled MR3.

You can create as many rules as you like before and during an attack
phase. The message rules always get executed first. The other rules get
executed in the order that they are listed. For example, MR1 (a message
rule) gets executed before R6, which gets executed before RIO. This order
is important. If you know that you want all jammers to be hostile and any
other aircraft that are traveling correctly within a corridor to be
friendly, then the rule for jammers sho4ld coma before the corridor rule.

You can use the system's rule-creation component at any time. If you
think you would like to have certain rules saved in the system prior to
beginning the attack phase, save them now. After you have executed these
rules and are ready to begin, click-on START at the top of the display to
begin the attack phase. This will automatically bring up the standard dis-
play to be used for making target identifications. The attack phase can
not be stopped once it is started. You can select the RULES option at any
time during the session.

Unless you change the system's identificatioa, it will represent your
identification when the aircraft goes off the screen or, if the aircraft is
within the FEBA, when the attack sessiou ends. If you make changes, they
will be color-coded. In particular, a blue circle will represent an
aircraft you identified as friend; a red diamond will represent an aircraft
that you identified as hostile. If you change an identification to
"unknown," because you want to identify another aircraft before deciding,
it will be represented as a green U. The system ensures that all
"unknowns" are identified before they leave the screen. If you do not have
an opportunity to identify an aircraft, or have identified an aircraft as
"unknown," the system will makt an identification on the basis of whatever
information is available about that aircraft.
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D.3 Screening with Allocation

This system keeps track of all the information about all the targets,
and helps you perform all the actions described above. The system also
makes an initial identification of all aircraft based on (a) whether (and
where) it popped-up, (b) whether it's in the corridor or not, (',) whether
its speed and altitude meet the corridor parameters if it's in thie cor-
ridor, and (d) wl:ether or not it's a jammer. Note that the system does not
have access to me:;sages from headquarters or an HQ ID, and it can not in-
itiate IFF challenges. On the basis of information it does have, the sys-
tem uses a blue -ircle to identify aircraft that clearly appear to be
friends; it uscfs a red diamond to identify aircraft that clearly appear to
be hostile.

If the system is less certain of its identification, it uses a black
circle to identify "questionable friends" and a black diamond to identify
"questionable hostiles." By "questionables" we mean there is either (a)
not enough information to firmly ID or (b) the information is conflicting,
but the evidence is more in favor of one ID or another. For example, an
aircraft in the corridor with the wrong speed or altitude might be iden-
tified as a questionable friend.

If, either because there is not enough information or the information
is conflicting, the system is unable to identify the aircraft on the basis
of its initial information, the system will classify the aircraft as an
"unknown" (a black U). Often the system will indicate a "highest priority
unknown." This is the target that, in the system's opinion, is the most
important to ID next. The priority rating is based on the amount of uncer-
tainty, the amount of conflict, and the aircraft's "time to nearest
friendly asset." This unknown (U) will have a solid purple circle around
it. In addition, its identification number will appear at the top of the
message box. You can hook the "highest priority unknown" by elther (1)
clicking on its identification number in the message box, which hooks it
automatically, or (2) hooking it just like any other aircraft.

In this system, you can also create "identification rules" to help
you by allowing the system to ID targets meeting specified criteria. For
example, you can tell the system to identify all jammers as hostile, and
the system will do so automatically. Or, for example, you could tell the
system to automatically identify all aircraft in a safe-passage corridor
with the correct speed and altitude as friends, and so forth.

Before beginning an attack phase, you will have the opportunity to
create identification rules. The system will start off with the display
shown in Figure D-3. Table D-3 identifies the options for each button in
the rule-creation component of the system. For example, the POPUP button
has four options: No, Close, Feba, and Yes. The CO'Z button has five op-
tions: In, One-Out, Two-Out, Out, and N/A. Let's assume, for example, you
wanted to say that all jammers are to be identified as hostile. You would
move the mouse to the JAMM button and click the left mouse button. When
YES comes up, indicating that you are referring to jammers, you would then
go over to the RESULT column in the far left-hand corner of the display and
eirEv-nf "Hostila," implying that you want all Jammers to be identified as
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Table D-3

Rule Work Sheet

Rule #

= as: FRIEND
HOSTILE
UNKNOWN

Criteria

C]OMD NO (Target did not pop up)
CLOSE (Target popped up close to friendly asset)
FEBA (Target popped up near FEBA)
YES (Target popped up close or near FEBA)

IN (Target in corridor, speed and altitude are correct)
ONE OUT (Target in corridor, speed or altitude incorrect)
TWO OUT (Target in corridor, speed and altitude incorrect)
OUT (Target not in corridor)
N/A (Targets have not reached corridor entrance)

caff : POSITIVE (Targets that have been challenged, respond as
FRIEND)

NEGATIVE (Targets that have been challenged, no response)
NO CHAL (Targets that have not been challenged)

UNKNOWN (All unknown targets)
QUESTION (All targets with a questionable ID)
NOT FIRM (Any target that is either unknown or questionable)

C= 0:1000
(altitude 1000:2000
band, feet) 2000:5000

5000:10000
10000:80000
80000+

0:200
(knots) 200:400

400:600
600:800
800:1000

1000+

YES (All targets that are jamming)
NO (All targets that are not Jamming)

1ý- 1 MIN (All targets within 1 minute from friendly assets)
(Time to 2 MIN (All targets within 2 minutes from friendly assets)
Asset) 3 MIN (All targets within 3 minutes from friendly assets)

3 MIN+ (All targets more than 3 minutes from friendly
"assets)
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hostile, Then, click-on "Save Rule,* which is directly below the "Hostile"
button to save your identification rule. The system now understands that
all jammers are to be identified automatically as hostile.

If you now click-on RULES at the top of the display, making sure to
hold down the mouse button, you will see that a rule called R6(H) has been
created. At any time you may move the mouse over R6(H) and lift your
finger off the mouse button. The values of the R6(H) identification rule
will then appear on the screen; that is, "Jammers are hostile." If you
want to erase this rule, Just click-on "Clear Rule" directly below "Save
Rule." As another example, if you wanted all aircraft doing everything
correct in the corridor to be identified as friend, you would do the fol-
lowing:

* click-on CORR until it reads In;
* click-on Friend; and
0 click-on Save Rule.

Before creating a new rule, you need to select a rule number. To do
this, (1) click-on RULES, and (2) while pressing the mouse button, move the
mouse to an empty rule. Now release the mouse button. Initially rule R6
is selected for you. The first five spaces for saving rules in the RULES
box are listed under MESSAGE to indicate that these rules will be executed
first by the system because they refer to rules you created to identify a
group of aircraft with the characteristics indicated in a message. For ex-
ample, assume you received the message below:

(1) Hostile Group Profile
(1) Popup-No: Corr-TwoOut
(1) Alt-ll,000: Speed-1200

You could create a rule that identified all these aircraft as hostile
by doing the following:

* select Rule MR1;
* click-on POPUP until it reads No;
0 click-on CORR until it reads Two Out;
* click-on ALT until it reads 10000-80000;
0 click-on SPEED until it reads 1000+;
* click-on Hostile; and
• click-on Save Rule.

This rule will be stored as MRI(H) in the Message category under the RULES
menu. It will identify aii aircraft as hostile with the above characteris-
tics. You should erase or 'clear' this rule from the RULES menu when this
message (i.e., Message 1) disappears from the Message box because all the
hostile aircraft with these (message) characteristics have left the screen.
Note that a slot exists for up to five messages; place each message in the
slot with the same number. For example, a rule for message 03 would go in
the slot labeled MR3.

You can create as many rules as you like before and during an attack
Ohnse. The message rules always get executed first. The other rules get
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executed in the order that they are listed. For example, MR1 (a message
rule) gets executed before R6, which gets executed before RiO. Thisod
is inortant. If you know that you want all jammers to be hostile and any
other aircraft that are traveling correctly within a corridor to be
friendly, then the rule for jammers should come before the corridor rule.

You can use the system's rule-creation component at any time. If you
think you would like to have certain rules saved in the system prior to
beginning the attack phase, save them now. After you have executed these
rules and are ready to begin, click-on START at the top of the display to
begin the attack phase. This will automatically bring up the standard dis-
play to be used for making target identifications. The attack phase can
not be stopped once it is started. You can select che RULES option to
"create or delete rules at any time during the session.

The system will do the best it can for each initial identification
both on its own and with the rules you provide. And, unless you change the
ID provided by the system, you will be scored on the basis of the ID made
by the system when the aircraft goes off the screen or, if the aircraft is
within the FEBA, when the attack session ends. You can review the informa-
tion the model used to identify an aircraft by hitting the appropriate but-
tons. In addition, you can perform an "IFF CHAL" or an "HQ ID REQ" sub-
ject, of course, to the point and time penalties described previously. The
results of an IFF challenge will go directly into the system and it will
use it to review (and perhaps change) its identification. However, the
system can not make direct use of the information contained in messages
from headquarters, or to the response of an HQ ID. Consequently, it is
quite possible for you to improve on the computer's ID results since you
have access to information that the computer does not.

If you ID a target, it will be color-coded. In particular, a blue
circle will represent an aircraft you identified as friend; a red diamond
will represent an aircraft that you identified as hostile. If you change
an identification to "unknown," because you want to identify another
aircraft before deciding, it will be represented as a green U. The system
ensures that all "unknowns" are identified before they leave the screen.
If you do not have an opportunity to identify an aircraft, or have iden-
tified an aircraft as "unknown," the system will make an identification on
the basis of whatever information is available about that aircraft.
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APPENDIX E

CUE- PROCESSING SEQUENCE
FOLLOWED BY ONE OF THE DSC DOMAIN EXPERTS IN THE NONALLOCATION CONDITIONS

FOR THE MANUAL, OVERRIDE, AND SCREENING CONDITIONS

EA. Manual Non-Message

1. Challenge all
If positive response -* F
If no response

Ask HQ
If Friend - F
If Hostile - H
If Unknown - H

2. All out of corridor - H
If in corridor (lateral boundaries)

Challenge
If positive - F
If no response

If Friend - F
If Hostile -. H
If Unknown - H

3. All out of corridor - H
If in corridor (lateral boundaries)

Ask HQ
If Friend - F
If Hostile

Challenge
If positive -. F
If no response H H

4. All out of corridor - H
If in corridor (lateral boundaries)

If Two-Out
Challenge

If no response - H
If positive - F

If One-Out
Ask HQ ID

If Friend - F
If Hostile

Challenge

If positive - F

If no response - H
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E. 2 Q~rd

The computer has already accounted for One-Out, Two-Out, etc. factors;
therefore, I only focus on neo information, e.g., IFF, HQ ID

1. If computer IDs as Friend
Challenge

If no response -H
If positive - no change

If computer IDs as Foe
Challenge

If no response - no change
If positive - F

2. If computer IDs as Friend
Ask HQ ID

If Friend - no change
If Hostile

Challenge
If Friend - no change
If no response - H

If computer IDs as Hostile
Ask HQ ID

If Hostile no change
If Friend - F

SE.3 Screa.n1ne

ID on red and blue targets is pretty firm; therefore, concentrate on black
targets only.

Apply strategies for override to black targets.
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